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Summary. One notable capability of social insect colonies that has traditionally inspired dis-
tributed robot systems is their construction activity. In this paper, I describe a system of simple,
identical, autonomous robots able to build two-dimensional structures of arbitrary design by
rearranging blocks of building material into desired shapes. Structure design is specified com-
pactly as a high-level geometric program; robots translate this program into physical form
via their fixed behavioral programming. Robots are interchangeable both within and between
construction projects, and need not be individually reprogrammed between dissimilar projects.
Such a construction team could be used as the first stage in a system for remote building of
structures, laying out the floor plan that a more sophisticated system could extend upwards.

1 Introduction

A primary inspiration for distributed multi-robot systems is the set of orders of so-
cial insects, notably ants, termites, and bees, whose swarms or colonies accomplish
many complex high-level tasks through the collective actions of lower-level agents.
One of the most characteristic of these tasks is the robust construction of large-scale,
complicated structures, despite the insects’ own small size and limited complexity. A
corresponding research pursuit is the engineering of multi-robot systems that build
specific desired structures, while retaining advantageous features of the insect sys-
tems that inspire them (flexibility, robustness, etc.). The possible uses for structure-
building teams of robots are many and far-ranging, from automating the production
of low-cost housing to allowing construction and related activities in settings where
human presence is dangerous or problematic. This latter class in turn ranges from
uses in disaster areas, to the construction of first-stage bases of operations to await
the arrival of pioneers in, for example, underwater or extraterrestrial environments.

In this work, I describe the design and simulation of a system of simple, identi-
cal, autonomous robots able to build structures in the shape of arbitrary non-crossing
curves in the horizontal plane, by rearranging blocks of building material into desired
shapes on a grid. The shape is specified compactly by a high-level geometric pro-
gram stored in a separate beacon, which serves as the reference point around which
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all robot activity occurs. Robots receive the program for the structure shape from the
beacon at short range during the course of the construction project, and translate it
into the appropriate arrangement of blocks via their behavioral programming. Thus
the same robots can be used in any construction project without needing to be repro-
grammed. The intended method of operation is to scatter a handful of generic robots
in the vicinity of sufficient building material, place a beacon preprogrammed with
the desired structure design, and let construction proceed without further interven-
tion. This system is an example of those for which the goal is to robustly generate
prespecified global behavior from local interactions among myriad unreliable com-
ponents [1].

1.1 Previous work

Most previous work on autonomous construction teams has focused on other aspects
of the problem. In [20], robots build a linear wall out of blocks held together by
Velcro of alternating polarity. Their multi-robot simulations focus on the benefit of
explicit communication, showing that when robots broadcast one bit indicating the
polarity of the last block placed, the number of attempts to place blocks of inappro-
priate polarity is reduced. However, they do not address the issue of specifying more
complex structures, nor consider more extensive communication in their building
strategies. [10] describes a system of physical robots with force sensors only, that
work without explicit cooperation or communication to clear an area of material, by
pushing it to the edges of a gradually expanding clearing. [8, 9] describe minimalist
approaches to sorting and construction, which have the advantage of simplicity but
are typically slow, probabilistic (relying on the correction of frequent errors), and
relatively inflexible in the range of structures they can generalize to building. [5]
outlines a project whose goal is robots that build 3-D arches and walls at human
scale; its robots are intended to work independently rather than collaboratively, and
its primary concern is with mechanical engineering considerations, with no reference
to the question of controlling high-level building design. Its approach is that of [3,4],
whose simulations consider the inverse problem of studying the kinds of structures
that result from different simple rules for agent behavior, but do not address the issue
of generating prespecified high-level structures.

A related topic is the regulation of formations of agents. Such approaches can
be applied directly to construction if building blocks themselves are mobile robots.
Some approaches to formation control require continuous global knowledge about all
agents, and/or user intervention [2,6,15]; others can generate crystalline formations,
but do not lend themselves to the design of high-level forms [14]; reconfiguration
algorithms for modular robots create two- or three-dimensional forms out of agents
which are not arbitrarily mobile, but remain always in contact with one another [18,
19].

In contrast to the preceding, this work focuses on a system of mobile robots with
local knowledge and local interagent communication. These arrange passive build-
ing materials in the horizontal plane into arbitrary non-crossing curves, which can be
easily prespecified by the user. Mobility and structural requirements are separated,
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allowing the design of each class of elements to be specialized, the more sophisti-
cated elements (robots) to be reused for multiple projects, and the passive elements
(building materials, which after installation need never move again) to be of minimal
manufacturing difficulty and cost.

2 Component capabilities

Objects in the world of this system are mobile robots, a fixed beacon, and passive,
movable blocks, all of which are initially scattered at random over the workspace.

Robots are assumed to possess the following abilities: move in any direction un-
less obstructed, and detect if intended movement in a direction is impeded due to
some obstacle; pick up, carry, and put down blocks (carrying a block may increase
the ‘footprint’ a robot occupies, which in turn may affect how it must plan trajec-
tories in some cases); recognize blocks and other robots when close to them (in the
simulations described here, ‘close’ was four body-lengths); communicate with other
robots within that distance, exchanging information and commands; and detect and
evaluate the direction and strength of a signal emitted by the beacon. With the ex-
ception of that latter long-distance signal, robots are restricted to local information
about their immediate surroundings only.

The beacon broadcasts a long-range, low-bandwidth signal which can be detected
by robots from anywhere in the workspace. It cannot obtain long-distance informa-
tion about the status of robots or the progress of the task; thus the primary utility (and
motivation) of the broadcast is as a reference to orient to. The beacon can communi-
cate with robots that are near enough, just as they communicate with each other.

Blocks in this work are taken to be identical, so that robots need not be confronted
with the additional problem of determining how to manipulate heterogenous blocks
in varying circumstances.

3 Methods

The simulation was written in Swarm, a free objective-C-based system available
at http://www.swarm.org. Many details of the model were simplified away
for this preliminary study. Most immediately, the simulation took place on a two-
dimensional cellular grid; thus robots and blocks each occupied exactly one cell,
robots were restricted to move in the four cardinal directions, and issues of fine po-
sition adjustment were sidestepped.

Before deployment of the system, the beacon is programmed with the design for
the desired final structure. This program takes the form of a list of corners; each
specifies its distance from the beacon, the angle (positive or negative) to the next
corner, and whether a wall between the two is to be straight, curved (perpendicular to
the signal gradient everywhere), or absent altogether (Fig. 1A). Such a list completely
specifies the structure’s geometry, though not its orientation; if robots or the beacon
are equipped with a compass, additionally establishing a desired building orientation
is trivial.
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for all−corners:
  wall−type = straight;
  angle−to−next−corner =

for odd−numbered−corners:
  distance−from−beacon = 26;
for even−numbered−corners:
  distance−from−beacon = 18;

number−of−corners = 10;

    2*pi/number−of−corners;

(A)

Fig. 1. Example of a structure program and snapshots of several steps in the construction of
the associated structure. A: pseudocode program for a star-shaped building. B-F: stages in the
construction of that building. B: initial state, with blocks (white) and robots (green) scattered
randomly, and beacon (not shown) at center. C: First the robots clear a space to work. D:
Some robots take on the role of embodying corners (brown) and begin to localize themselves
according to the building program. E: When corners are placed, the remaining robots begin to
build walls between them. F: Final structure (only blocks and corners shown).

done_clearing
collect seal off

clearing
be_corner

Fig. 2. FSM for behavioral mode. Robots start in the clearing state.

3.1 Robot behavior

The algorithm the robots follow can be described as follows (also see Fig. 1). A finite
state machine (FSM) specifies each robot’s high-level behavioral mode (Fig. 2). All
robots start in clearing mode: they follow the signal to the beacon (noting its posi-
tion), then spiral outwards. If a robot encounters a block at any point along the way,
it picks it up and carries it directly outward until the signal strength from the bea-
con falls below some predefined threshold; the robot then returns to the beacon and
repeats the process. If, while spiraling out, it reaches that signal threshold without
encountering any blocks, or if it encounters a robot in any mode other than clearing,
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the robot enters done clearing mode: it spirals back inwards, in the opposite direc-
tion to increase the number of clearing robots encountered, to bring the entire robot
population onward to the same mode and avoid the problem of having some robots
working on building the structure while others work just as hard to clear it away.
Upon reaching the beacon, the done clearing robot receives a new assignment.

The beacon contains the program for a C-corner structure, as described above.
The first C robots that come to it in done clearing mode are assigned to act as succes-
sive numbered corners, and enter be corner mode. The first of these moves outward
from the beacon to the appropriate radius, using odometry and beacon signal strength
to estimate distance, and immobilizes itself there. Each succeeding corner is speci-
fied in relation to the previous one; the corresponding robot circles at the radius of its
predecessor, until it finds that previous robot fixed in its final location, or encounters
another robot that knows that location; it then calculates its own destination location
on that basis1, and goes and immobilizes itself there.

A robot after the first C that reaches the beacon receives the building design,
randomly chooses a pair of successive corners between which a wall is to be built,
and enters collect mode: First it must know the locations of its selected corners,
which it finds either by seeking them out itself or by being told their locations by
robots it encounters which already know. During this stage it circles in the opposite
direction to other robots, again to increase the rate of unique encounters. Next, it goes
out beyond the outskirts of the cleared area to find a block, takes it to the first of its
two corners, and follows the line between the two (straight or curved as appropriate)
until it finds a valid unoccupied position to place its block. It does this by calculating
the location of the nearest point to itself on the desired wall, i.e., the perpendicular
to the line or arc connecting the two corners, based on the known positions of those
corners and the type of wall desired. It then moves within sensor range and looks to
see if that cell is occupied.2 If not, it goes on to try to place the block there; otherwise,
it moves along the direction of the desired wall, and will check the corresponding
new perpendicular location on the next time step.

Robots repeat this process until they reach the second corner without finding
a place that needs a block, at which point they enter seal mode; they return back
along the wall to the first corner, making sure there are no gaps they missed the first
time. More elaborate future versions of the system might have robots, for instance,

1Note that each robot must by necessity maintain its own private coordinate system. In
general, each robot’s coordinate system may permissibly differ from those of the others by
rotation, translation, and scaling; common reference points can be used, whenever two robots
exchange information, to calculate the appropriate linear transformations to convert between
the two systems for that interchange. See also the discussion on localization in §4.

2In the present instantiation, robots do not distinguish between occupation by carried
blocks, placed blocks, or other robots; this may lead to temporary bypassing of locations
that would have opened up a few time steps later when the blocking robot moved on, but it
also helps avoid traffic jams (the robot in the way may in turn be waiting for the first robot
to get out of its own way so it can leave the area), and the gap can be filled in during a later
pass by any robot; also, distinguishing between carried and placed blocks would require more
sophisticated identification capabilities in a hardware implementation of this system.
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spray some sealant over the blocks for airtightness during this stage. If the robot
finds a gap, it fills it with a block and returns to collect mode; if it reaches the first
corner still in seal mode, it records that wall as completed, reenters collect mode,
and chooses another pair of corners to work on the wall between, until in the end
it has personally verified that all walls specified by the building program have been
completed. At that point, the robot enters off mode: it heads away from the beacon
to the outskirts of the workspace, to avoid interfering with any other construction
that may still be ongoing, and ceases to be active. In more complicated situations,
where other construction tasks on other parts of a more complex building still remain,
or the structure is subject to damage and requires constant maintenance, etc., the
appropriate behavior would be to continue to collect rather than turning off.

Additions to this basic algorithm handle special situations. If a robot wants to
place a block somewhere but is prevented from doing so for too long, it will give up
and move on. An robot unable to move at all for too long will send out a signal to
all robots within range, on receipt of which robots will shuffle around at random for
several time steps, in the hopes of breaking up a traffic jam if that was causing the
problem (as can occur when more than a few robots are at work in the same area).

While robots are capable of locating gaps in and adding blocks to a wall from
either side, their behavioral algorithm favors construction from the side away from
the beacon, and the supply of free blocks is located on the outskirts of the building
area. Consequently, in complicated structures with corners at different radii, early
completion of the more outlying walls can interfere with subsequent work on the
inner ones. This problem is materially avoided by having robots choose first to work
on walls adjoining the structure’s smallest-radius corners before they move on to
those of larger radius. Other exceptions to the basic algorithm above respond to an
environment that may change in significant ways between the time when a robot
begins an action and the later time when it completes it; for example, a robot heading
to claim a block which another picks up before the first reaches it will return to its
previous goal and continue to search.

4 Results and discussion

By changing the geometric program stored in the beacon, the system can quickly and
easily be made to produce a wide variety of 2-D structures with non-crossing walls.
Fig. 3 shows several examples, giving a sample of the system’s flexibility and range.
The time course of construction with the same building program but different initial
conditions was similar across runs with independent random seeds (Fig. 4A).

A distributed system may derive its effectiveness simply from its intrinsic par-
allelism; or it may take advantage of explicit cooperation between multiple agents.
The system described here takes the former approach, for the most part, with robots
largely ignoring one another while going about their behaviors. We might then
naı̈vely expect the building task to be completed, for an N -robot system, in 1/N th
the time it would take a single robot. However, this incremental advantage is di-
minished as the number of robots increases, since any task has a limit to how many
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Fig. 3. Different structure programs can direct the system to build a variety of shapes (in
this set of examples, the marshmallow shapes of General Mills’s Lucky Charms cereal). Only
blocks (colored according to marshmallow shape) and robots acting as corners (brown) are
shown. All simulations were conducted on a 100 × 100 lattice with a team of 30 robots.

agents can usefully contribute to its completion at one time, and robots begin to get
in one another’s way (Fig. 4B, C). Communication between agents, in general, can
help reduce such interference [20]. Here, communication was useful for alleviating
traffic jams, in that robots unable to move for too long signaled any nearby to shuf-
fle their positions, often breaking impasses; for coordinating the operating mode, to
keep robots from working in direct opposition (e.g., one bringing blocks in, another
clearing them away); and for finding the locations of corners, which robots obtained
more quickly through the team’s distributed search than they would have alone.3

A further advantage of communication could be used to address an important
limitation of this model, the difficulty in real systems of localization. Odometry alone
is unreliable, as sensors are noisy, actuators are imperfect, and an isolated robot’s
estimate of position becomes increasingly unreliable as errors accumulate. Methods
have been developed for individual robots for slowing [13] and bounding [17] this
drift. What is more, the multi-robot nature of the system can itself be taken advantage
of; robots exchange position and orientation estimates whenever they encounter one
another, and using the information provided by the other, each can improve its own
estimate to obtain a significant decrease in uncertainty [12]. The ubiquitous signal

3Functions which, like the latter two examples, are fundamentally global could poten-
tially be further facilitated via appropriate modulation of the beacon broadcast, on the basis of
information robots carry to the beacon during the course of construction.
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Fig. 4. Aggregated results from many independent runs building the diamond shown in Fig. 3.
A: For 30 robots, number of blocks placed by robots as part of the structure (not simply
dropped at the periphery after being cleared away) as a function of time, for 10 runs with
different random seeds. The variation in final numbers is due to occasional remaining gaps
and blocks extraneously placed, as are visible in Fig. 3.
B, C: Interference between robots affects number of extraneous blocks placed and proportional
time taken to complete the task. With N robots and C = 4 corners, (N − C) is the number
of robots available to manipulate blocks after the clearing stages. Each data point represents
10 runs. B: Total number of blocks placed as part of the structure. C: Time between when the
first block of the structure was placed and that when 95% of all such blocks had been placed,
multiplied by (N − C). For fewer than about 40 robots, interference was small or negligible.

from the beacon will provide another cue that can be used to improve the position
estimate; and the beacon itself, and (once in position) the robots that embody corners,
represent fixed landmarks that a robot can use to correct its estimate whenever it
comes near them, which it will do frequently in the course of construction.

A clear motivation for the use of distributed systems in general is to improve
robustness. While this issue has not yet been studied in these simulations, we can
discuss how this system would withstand component failure, and how its response
could be improved in those cases where the instantiation described here would do
poorly.

• Loss of individual unspecialized robots (i.e., those not acting as corners) would
have no significant effect; because they are interchangeable and working inde-
pendently, loss of one or several would slow construction comparatively little.

• The loss of corner-robots would be more problematic, and without some added
system response, construction could halt. To deal with the risk of loss of a corner-
robot before it had found its final destination, a sufficient approach would be to
specify that if a robot circles too many times without finding the corner it seeks, it
takes on the task of embodying that corner for itself (first returning to the center
to notify the beacon, so that if it had previously been tasked with embodying
another corner, that task can be reassigned). If, on the way to embodying a corner,
a robot encounters another one that has already planted itself at the appropriate
location as that corner (or if it learns of such a robot from a third party), it reverts
to acting as an unspecialized robot. As for corner-robots that fail after positioning
themselves, these should not pose a significant threat to the task, since all corner-
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robots must do is act as a landmark; if another robot comes looking for that corner
and finds a robot which is in the right place but not communicating, the newcomer
need only rely on its own sensors rather than the corner-robot’s account of its
location, and the only cost is a possible increase in positional uncertainty in the
vicinity of that corner.

• Loss of the beacon at first seems more fatal still; without its signal as a constant
reference, robots will have to rely on their position estimates alone in planning
trajectories, and the final construction will be more irregular at best, incomplete at
worst. Moreover, if the beacon is lost early enough, corners may go unassigned,
the building program may never be communicated to the robots, and robots may
have no common basis even for a position estimate. A more robust approach,
then, would be to build the potential to act as a beacon into each robot. Rather
than having the robots receive the building program in the course of construction,
they could receive it before being deployed, when all are close together, via a
general broadcast. Then, at the start of the construction process before any beacon
has yet existed, each robot can choose to become a beacon at random with low
probability per unit time; as soon as one does, the others orient to it and begin the
construction process as before. If the beacon later fails, the loss of the long-range
signal leads the other robots to put their current tasks aside and head for where
it had been; whichever first gets close enough locates the previous beacon, takes
its place, and adopts the beacon’s role from that point on while the other robots
return to work.

In this report, I have described a model system which in simulation allows highly
flexible construction of 2-D structures, specified in a simple high-level geometric
language, through the distributed actions of many identical, autonomous robots.
A straightforward extension of this approach could achieve structures of multiple
closed rooms or where corners can be endpoints of more than two walls; fully three-
dimensional structures, a greater challenge, are its ultimate aim. The high-level fea-
tures of the system described here may be useful to consider in design of hardware
implementations of robots intended for autonomous construction projects [5], as well
as studies of tasks requiring explicit cooperation between multiple robots [7], het-
erogenous teams of robots [7,11], and other related work and its future development.
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