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Abstract. We construct several new statistical zero-knowledge proofs with efficient provers, i.e. ones where the prover strategy runs in probabilistic polynomial time given an NP witness for the input string. Our first proof systems are for approximate versions of the Shortest Vector Problem (SVP) and Closest Vector Problem (CVP), where the witness is simply a short vector in the lattice or a lattice vector close to the target, respectively. Our proof systems are in fact proofs of knowledge, and as a result, we immediately obtain efficient lattice-based identification schemes which can be implemented with arbitrary families of lattices in which the approximate SVP or CVP are hard. We then turn to the general question of whether all problems in \texttt{SZK} ∩ NP admit statistical zero-knowledge proofs with efficient provers. Towards this end, we give a statistical zero-knowledge proof system with an efficient prover for a natural restriction of Statistical Difference, a complete problem for \texttt{SZK}. We also suggest a plausible approach to resolving the general question in the positive.

1 Introduction

Zero-knowledge proof systems, introduced in [1], have proven to be a powerful tool for constructing cryptographic protocols. They have also turned out to be a rich object of study from the perspective of complexity theory. In this paper, we focus on statistical zero knowledge (\texttt{SZK}), which is the form of zero knowledge that provides the strongest security guarantees and whose complexity-theoretic study has been most active in recent years. One significant gap between much of the recent theoretical study and the cryptographic applicability of \texttt{SZK} involves the prover's efficiency, i.e. whether the prover can be implemented in polynomial time (given some auxiliary information). This property is clearly essential for a zero-knowledge proof to be used in cryptographic protocols, but many of the theoretical results ignore this issue. Prover efficiency for \texttt{SZK} has been considered in the past, leading to the result of Bellare and Petrank [2] that any \texttt{SZK

\* Supported in part by NSF Career Award CCR-0093029.
\** Supported in part by NSF Grant CCR-0205623 and a Sloan Research Fellowship.
proof system admits a prover that runs in probabilistic polynomial time given an \textbf{NP} oracle. However, this notion of efficiency is insufficient for cryptography, as the \textbf{NP} oracle cannot be realized efficiently. In cryptographic applications, one would like the prover to run in probabilistic polynomial time given only the input string $x$ (drawn from some \textbf{NP} language $L$) and an \textbf{NP}-witness $w$ (the “secret key”) that $x \in L$. We call a proof system with this property a proof system with an \textbf{efficient prover}. (These were called \textit{prover-practical} proof systems in \cite{1}.) A number of the classic perfect and statistical zero-knowledge proof systems \cite{1,4} have efficient provers, but not all problems in \textbf{SZK} $\cap$ \textbf{NP} are known to have such proof systems. Indeed, it remains an intriguing open problem to characterize the class of problems which have statistical zero-knowledge proofs with efficient provers and extend known results about statistical zero knowledge to this class.

In this paper, we construct statistical zero-knowledge proofs with efficient provers for several problems previously not known to have such proofs. We first do this for approximate versions of the \textbf{Closest Vector Problem} (CVP) and \textbf{Shortest Vector Problem} (SVP) in lattices. These proof systems immediately yield efficient identification schemes based on the hardness of these problems. An interesting property of our schemes is that they allow us to use arbitrary lattices (where CVP and SVP are hard), which gives potential advantages both from the efficiency and security points of view; for example, there is no need to embed a “trapdoor basis” in the lattice. Then we construct a statistical zero-knowledge proof with an efficient prover for a natural restriction of \textbf{Statistical Difference}, which is known to be a complete problem for \textbf{SZK}. We view the latter result as progress towards characterizing the class of problems having statistical zero-knowledge proofs with efficient provers.

\subsection{Statistical Zero Knowledge}

Zero-knowledge proof systems are protocols by which a computationally unbounded prover can convince a probabilistic polynomial-time verifier, of an assertion, i.e. that some string $x$ is a \textbf{YES} instance of some decision problem. The zero-knowledge property requires that the verifier “learns nothing” from this interaction other than the fact that the assertion being proven is true. In a \textbf{statistical zero-knowledge} proof system, the security for both parties is very strong. Specifically, it holds even with respect to \textit{computationally unbounded} cheating provers or verifiers. Note that even though the security holds for computationally unbounded parties, the \textit{prescribed} verifier strategy is always required to be polynomial time. We will discuss the prover’s efficiency later. The class of problems possessing statistical zero-knowledge proofs is denoted \textbf{SZK}.

In addition to its cryptographic significance, \textbf{SZK} has turned out to be quite interesting from a complexity-theoretic perspective. On the one hand it is known to contain important computational problems, such as \textbf{Graph Nonisomorphism} \cite{4} and \textbf{Quadratic Residuosity} \cite{1}. On the other hand, it is contained in the class \textbf{AM} $\cap$ \textbf{co-AM} \cite{5,6} and hence is unlikely to contain \textbf{NP}-hard problems. More recently, it was discovered that \textbf{SZK} is closed under complement \cite{7}.
and has natural complete problems \[8, 9\]. Moreover, a number of useful transformations of statistical zero-knowledge proof systems have been given, for example showing that every proof system which is statistical zero knowledge for the \textit{honest verifier} can be transformed into one which is statistical zero knowledge even for cheating verifiers \[7, 10\].

The above theoretical investigations focus on the traditional definition of \textbf{SZK}, whereby no computational restriction is placed on the prover strategy, and many manipulations used in the study of \textbf{SZK} do not preserve the prover's efficiency; indeed, this is inherent in the techniques used (namely, black-box transformations) \[11\]. Nevertheless, we consider it an important research direction to overcome this barrier and extend the study of \textbf{SZK} to protocols with efficient provers. In particular, can we characterize the subclass of \textbf{SZK} possessing statistical zero-knowledge proofs with efficient provers? Since the efficient prover property only makes sense for problems in \textbf{NP} (actually \textbf{MA}) and \textbf{SZK} is not known to be contained in \textbf{NP},\footnote{Actually, there is some recent evidence that \textbf{AM} may equal \textbf{NP} \[12-14\] which would imply that \textbf{SZK} \( \subseteq \textbf{NP} \cap \textbf{co-NP} \).} so we do not hope to show that all of \textbf{SZK} has efficient provers. But do all problems in \textbf{SZK} \( \cap \textbf{NP} \) have statistical zero-knowledge proofs with efficient provers?

\subsection{1.2 Lattice Problems}

A \textit{lattice} is a subset of \( \mathbb{R}^n \) consisting of all integer linear combinations of a set of linearly independent vectors. Two basic computational problems involving lattices are the \textit{Shortest Vector Problem}, finding the shortest nonzero vector in the lattice, and the \textit{Closest Vector Problem}, finding the lattice vector closest to a given target vector. These problems have received a great deal of attention recently in both the cryptography and complexity theory literature. On the complexity side, approximate versions of both of these problems have been shown to be \textbf{NP-hard} \[15-18\], and variants of the approximate \textit{Shortest Vector Problem} have been shown to be related by a worst-case/average-case connection \[19\]. On the cryptography side, a number of cryptographic primitives have been proposed which implicitly or explicitly rely on the hardness of these problems. These include the one-way functions of \[19, 20\], the collision-resistant hash functions of \[21, 22\], the public-key encryption schemes of \[23-25\].

In \[26\], Goldreich and Goldwasser exhibited statistical zero-knowledge proofs for approximate versions of the \textit{complements} of \textit{Shortest Vector Problem} and \textit{Closest Vector Problem}.\footnote{In fact, their proof systems are \textit{perfect} zero knowledge (against an honest verifier).} That is, they gave protocols for proving that a lattice has no short vector (resp., has no vector close to the target vector). The Goldreich–Goldwasser proof systems do not have efficient provers. Indeed, the problems they consider are not known to be in \textbf{NP} and their main motivation was to prove that they are in \textbf{AM} (and, being also in \textbf{co-NP}, are thus unlikely to be \textbf{NP}-hard under standard types of reductions). However, since \textbf{SZK} is closed under complement \[7\], it follows from their result that the corresponding approximate versions of the \textit{Shortest Vector Problem} and the \textit{Closest Vector Problem}
Problem themselves (rather than their complements) are also in \textit{SZK}. Since these problems are in \textit{NP}, we can hope to construct statistical zero-knowledge proofs with efficient provers for them. However, the \textit{SZK} proofs obtained by applying the general result of [7] (or even later simplifications [8, 9, 27]) do not guarantee efficient provers, and in addition would be extremely cumbersome and impractical.

1.3 Our Results

We first construct statistical zero-knowledge proof systems with efficient provers for approximate versions of the Shortest Vector Problem and Closest Vector Problem. The approximation factor for our proof system can be as small as in the Goldreich–Goldwasser proof systems, namely $\Theta(\sqrt{n / \log n})$ where $n$ is the rank of the lattice. The prover strategy can be implemented in polynomial time given only a short lattice vector (resp., lattice vector close to the target vector). The proof systems are actually proofs of knowledge, and hence immediately give rise to identification schemes [28] provided one can efficiently generate lattices in which either of these problems is hard together with the corresponding witnesses. We remark that in order to efficiently prove that a target point is close to the lattice (or that the lattice contains short vectors) it is not necessary to know a short (trapdoor) basis, i.e., a basis consisting entirely of short vectors. On the security side, embedding a trapdoor basis has often been regarded as a weak point for many lattice and subset-sum based cryptosystems. Our identification schemes can be instantiated with any lattice, offering the highest degree of security. For example, one can use lattices derived from the random classes of [19] or [22]. This results in provably secure lattice-based identification (ID) schemes with an average-case/worst-case connection.\textsuperscript{5,6} On the efficiency side, complete freedom in the choice of the lattice enables the use of lattices with special structure (e.g., the cyclic lattices of [20], or the convolutional modular lattices of NTRU [25]), or share the same lattice among different users, in order to get smaller key size or faster identification procedures. (See Section 5.)

We then return to the general question of efficient provers for \textit{SZK}. We generalize techniques of Itoh, Ohta, and Shizuya [29] to show that a natural restriction of \textit{Statistical Difference} has a statistical zero-knowledge proof with an efficient (polynomial time) prover.\textsuperscript{7} In the \textit{Statistical Difference} problem, one is given two (suitably represented) probability distributions, and

\textsuperscript{5} In order to use these lattices in our construction one needs a procedure to generate a lattice together with a short vector, but this can be achieved as explained in [19] by slightly perturbing the lattice distribution.

\textsuperscript{6} The results of [19, 22] immediately give one way functions from worst case hardness assumptions, which, in turn, imply the existence of secure ID schemes. However, these generic constructions are pretty inefficient. Our constructions build ID schemes directly from the underlying lattice problems (i.e. without going through one-way functions), resulting in substantially more efficient ID schemes.

\textsuperscript{7} The prover in this proof system runs in polynomial time, but is not as practical as those for the lattice problems. In particular, our results about statistical difference
the question is to determine if they are relatively close (say, within statistical distance at most $1/2$) or are far apart (say, at statistical distance at least $1 - \varepsilon$). This is a complete problem for $\text{SZK}$ for any $0 < \varepsilon < 1/\sqrt{2}$ [8]. \textbf{Statistical Difference} is not known to be in $\text{NP}$, so we cannot give a proof system with efficient provers for it. We consider the restriction of \textbf{Statistical Difference} obtained setting $\varepsilon = 0$: determine if two distributions are within statistical distance $1/2$ or are completely disjoint. We observe that this problem is in $\text{NP}$, and show that it admits a statistical zero-knowledge proof system with efficient provers. Thus we view this as a step towards finding proof systems with efficient provers for all problems in $\text{SZK} \cap \text{NP}$. In addition, the techniques we use (namely [29]) are not “black box,” so this approach is not subject to the limitations in [11].

1.4 Related Work

The first zero-knowledge proof systems, namely those for \textbf{Quadratic Residuosity} and \textbf{Quadratic Nonresiduosity} [1], and \textbf{Graph Isomorphism} [4] had efficient provers and achieved perfect zero-knowledge. Subsequently, $\text{SZK}$ proof systems with efficient provers have been found for a number of other number-theoretic problems (e.g., [3,30]), all random self-reducible problems [31] and monotone formulae over random self-reducible problems [32]).

Other notions of prover efficiency (mostly interesting from the perspective of computational complexity) have been considered before. Building upon previous work, Bellare and Petrank [2] show that for any $\text{SZK}$ proof system, it is possible to implement the prover strategy in probabilistic polynomial time given an $\text{NP}$ oracle. Notice that given an $\text{NP}$ oracle for \textbf{Satisfiability}, one can efficiently find $\text{NP}$-witnesses for arbitrary $\text{NP}$ problems, by the self-reducibility of $\text{NP}$-complete problems (such as \textbf{Satisfiability}). So, the provers considered in [2], are considerably more powerful than ours, and allow one to prove arbitrary $\text{SZK}$ languages, even those outside $\text{NP}$.

A more restrictive notion of prover efficiency is considered in [33], where the prover is given oracle access to a decision oracle for the same language $L$ underlying the proof system.\footnote{For example, the (honest-verifier) perfect zero-knowledge proof system for \textbf{Graph Nonisomorphism} [4] satisfies this notion of prover efficiency. The results of [33] are negative: there are $\text{NP}$ languages for which finding an $\text{NP}$ witness for $x \in L$, or even proving membership $x \in L$ interactively (whether or not in zero-knowledge), cannot be efficiently reduced to deciding membership in $L$. This notion of proof system, called \textit{competitive}}
in [33], is incomparable with ours. On the one hand, our provers are given an input string \( x \) together with an NP-witness for \( x \in L \), and it is not clear how to efficiently compute such a witness given only a decision oracle for \( L \) when \( L \) is not NP-complete or self-reducible. On the other hand, the provers of [33] can make queries "\( y \in L? \)" to the oracle for arbitrary strings \( y \) (possibly different from the input string \( x \)), while our prover is only given a witness for the input string \( x \).

In any case, the notions of prover efficiency considered by [2, 33] and related papers, seem mostly interesting from a computational complexity perspective, and do not match the requirements of cryptographic applications. A crucial difference is that the notion we study here makes sense only for problems in \( \text{NP} \), while the results of [2, 33] apply to languages outside \( \text{NP} \) as well.

**Organization.** The rest of the paper is organized as follows. In Section 2 we give some basic definitions about statistical difference and the lattice problems studied in this paper. In Section 3 we present and analyze the proof system for CVP. The proof system for SVP is sketched in Section 4. Section 5 discusses our lattice based identification schemes. Finally, in Section 6 we study Statistical Difference, and the problem of designing SZK proofs with efficient provers for all problems in \( \text{SZK} \cap \text{NP} \). Because of space constraints, most proofs are not presented here, and can be found in the full version of the paper.

## 2 Preliminaries

In this section we recall some basic definitions and techniques that will be used in the rest of the paper. For more details the reader is referred to the books [34, 35] or the papers in the references.

### 2.1 Statistical difference

The statistical distance between two discrete random variables \( X \) and \( Y \) over a (countable) set \( A \) is the quantity 
\[
\Delta(X, Y) = \frac{1}{2} \sum_{a \in A} |\Pr\{X = a\} - \Pr\{Y = a\}|
\]

**Statistical Difference** is a collection of problems (parameterized by two real numbers \( 0 \leq \alpha < \beta \leq 1 \)) of the form: given two succinctly specified probability distributions, decide whether they are statistically close or statistically far apart. The probability distributions are specified by circuits which sample from them. That is, we are given a circuit \( X : \{0,1\}^m \rightarrow \{0,1\}^n \) which we interpret as specifying the probability distribution \( X(U_m) \) on \( \{0,1\}^n \), where \( U_m \) is the uniform probability distribution over \( \{0,1\}^m \). More formally, for \( 0 \leq \alpha < \beta \leq 1 \), we define the following promise problem.

**Definition 1** (Statistical Difference). Instances of promise problem \( \text{SD}^{\alpha, \beta} \) are pairs \( (X, Y) \) where \( X \) and \( Y \) are probability distributions. \((X, Y)\) is a yes instance if \( \Delta(X, Y) \leq \alpha \), and a no instance if \( \Delta(X, Y) \geq \beta \). (We have defined these problems as the complements of those defined in [8], because this formulation is more convenient for our purposes.)
2.2 Lattice problems and technical tools

Let $\mathbb{R}^m$ be the $m$-dimensional Euclidean space. A lattice in $\mathbb{R}^m$ is the set of all integral combinations of $n$ linearly independent vectors $b_1, \ldots , b_n$ in $\mathbb{R}^m$ ($m \geq n$). The integers $n$ and $m$ are called the rank and dimension of the lattice, respectively. Using matrix notation, if $B = [b_1, \ldots , b_n]$, the lattice generated by basis matrix $B$ is $L(B) = \{Bx : x \in \mathbb{Z}^n\}$, where $Bx$ is the usual matrix-vector multiplication. For computational purposes, $B$ and $y$ are usually restricted to have integer (or, equivalently, rational) entries. In this paper, we will occasionally use real vectors in order to simplify the exposition. However, the use of real numbers is not essential, and integer or rational approximations can always be substituted for real vectors whenever they occur. Moreover, we often assume that the lattice if full rank, i.e., $n = m$, as any lattice can be transformed into a full-rank real lattice.

Approximate versions of the Shortest Vector Problem and Closest Vector Problem described in the introduction are captured by the promise problems GAPSVP, and GAPCVP, defined as follows.

**Definition 2.** Instances of promise problem GAPSVP are pairs $(B, t)$ where $B \in \mathbb{Z}^{m \times n}$ is a lattice basis and $t \in \mathbb{Q}$ a rational number. $(B, t)$ is a yes instance if $\|Bx\| \leq t$ for some $x \in \mathbb{Z}^n \setminus \{0\}$. $(B, t)$ is a no instance if $\|Bx\| > \gamma t$ for all $x \in \mathbb{Z}^n \setminus \{0\}$.

**Definition 3.** Instances of promise problem GAPCVP are triples $(B, y, t)$ where $B \in \mathbb{Z}^{m \times n}$ is a lattice basis, $y \in \mathbb{Z}^m$ is a vector and $t \in \mathbb{Q}$ is a rational number. $(B, y, t)$ is a yes instance if $\|Bx - y\| \leq t$ for some $x \in \mathbb{Z}^n$. $(B, y, t)$ is a no instance if $\|Bx - y\| > \gamma t$ for all $x \in \mathbb{Z}^n$.

In our proof systems for lattice problems we make extensive use of a modular reduction technique proposed in [36] to emulate the effect of selecting a point uniformly at random from a lattice. Any lattice $L(B)$ defines a natural equivalence relation on $\text{span}(B) = \sum_{i=1}^n b_i : \mathbb{R}$, where two points $x, y \in \text{span}(B)$ are equivalent if $x - y \in L(B)$. For any lattice basis $B$ define the half open parallelepiped $P(B) = \{Bx : 0 \leq x_i < 1\}$. It is easy to see that for any point $x \in \text{span}(B)$, there exists a unique point $y \in P(B)$ such that $x$ is equivalent to $y$ modulo the lattice. This unique representative for the equivalence class of $x$ is denoted $x \mod B$. Intuitively, $x \mod B$ is the displacement of $x$ within the fundamental parallelepiped containing $x$. Notice that if we fix a (small) perturbation vector $r$, we add it to a lattice point $Bv$ and reduce the result modulo $B$, we get a vector $(Bv + r) \mod B = r \mod B$ that does not depend on the lattice point $Bv$ from which we started. In other words, if we start from the origin, and simply compute $r \mod B$, we obtain exactly the same distribution.
3 The Closest Vector Problem

In this section we describe a statistical zero-knowledge proof system (in fact, a proof of knowledge) with efficient provers for approximating the closest vector problem.

Consider an instance \((\mathbf{B}, \mathbf{y}, t)\) of \(\text{GapCVP}\). Look at a small ball around \(\mathbf{y}\) and a small ball around a lattice point \(\mathbf{Bw}\) closest to \(\mathbf{y}\). If \(\mathbf{y}\) and \(\mathbf{Bw}\) are close to each other, the relative volume of the intersection of the two balls is quite large. So, if we pick a few random points from both balls, with high probability at least one of them will be in the intersection. The proof system works as follows: the prover picks random points from the two balls, reduces them modulo \(\mathbf{B}\), and sends the reduced points to the verifier. Reducing the points modulo \(\mathbf{B}\) has the nice effect that the resulting distribution can be efficiently sampled even without knowing the lattice point \(\mathbf{Bw}\) closest to \(\mathbf{y}\). (In fact, using two balls centered around \(\mathbf{y}\) and the origin \(\mathbf{0}\), results in exactly the same distribution after the reduction modulo \(\mathbf{B}\). This is a crucial property to achieve zero-knowledge.) Let's say that the total number of points picked by the prover is even. Then, the verifier challenges the prover asking him to show that either (1) there is an even number of points from each ball; or (2) there is an odd number of points from each ball. If the prover can answer both challenges, then some point must belong to the intersection of the two balls, proving that the two balls intersect, and therefore their centers cannot be too far apart. Intuitively, the proof system is zero knowledge because all that the verifier sees is a set of random points from an efficiently samplable distribution.

Note that the proof system sketched above achieves neither perfect completeness nor perfect zero knowledge, but rather has a small (but negligible) completeness error and is statistical zero knowledge. The reason is that there is a nonzero probability that all the randomly chosen points will lie outside the intersection of the two balls, and in this case the prover will only be able to answer one of the two challenges. And intuitively, the verifier learns something in case the prover cannot answer, namely that none of the chosen points is in the intersection. Below, we achieve perfect completeness by having the prover modify the points chosen to ensure that at least one is in the intersection (if needed). However, this does not yield perfect zero knowledge, because now the points sent are no longer uniform in the two balls, but have a slightly skewed distribution that may be hard to sample exactly in polynomial time.

We now give the formal description of the proof system \((P_{\text{CVP}}, V_{\text{CVP}})\). In the description below \(k\) is a parameter to be determined that depends on the value of \(\gamma\). In fact, the proof system is valid for any value of \(\gamma\) and \(k\), and the choice of these parameters only affects the zero-knowledge property.

The Verifier. On input \((\mathbf{B}, \mathbf{y}, t)\), the verifier \((\mathbf{V}_{\text{CVP}})\) proceeds as follows.

1. Receive \(k\) points \(\mathbf{m}_1, \ldots, \mathbf{m}_k \in \mathbb{R}^n\) from the prover.
2. Send a uniformly chosen random bit \(q \in \{0, 1\}\) to the prover.
3. Receive \(k\) bits \(c_1, \ldots, c_k\) and \(k\) lattice points \(\mathbf{Bv}_1, \ldots, \mathbf{Bv}_k\) and check that they satisfy \(\sum_i c_i = q \pmod{2}\) and \(\|\mathbf{m}_i - (\mathbf{Bv}_i + c_i \mathbf{y})\| \leq \gamma t / 2\) for all \(i\).
The following lemma shows that the protocol defined by the verifier is sound, both as an interactive proof system and even as a proof of knowledge.

**Lemma 4 (soundness).** If \((\mathbf{B}, \mathbf{y}, t)\) is a \textit{no} instance of \textit{GapCVP}_\gamma, then the verifier \(V_{\text{CVP}}\) rejects with probability at least \(1/2\) when interacting with any prover strategy \(P^*\). Moreover, there is a probabilistic algorithm \(K\) (the knowledge extractor) such that if a prover \(P^*\) makes \(V_{\text{CVP}}\) accept with probability \(1/2 + \epsilon\) on some instance \((\mathbf{B}, \mathbf{y}, t)\), then \(P^*\) outputs a vector \(\mathbf{w} \in \mathbb{Z}^n\) satisfying \(\|\mathbf{Bw} - \mathbf{y}\| \leq \gamma t\) in expected time \(\text{poly}(n)/\epsilon\).

The Prover. Now that we know that the above proof system is sound, we show that if \((\mathbf{B}, \mathbf{y}, t)\) is a \textit{yes} instance, then it is always possible to make the verifier accept. Suppose \((\mathbf{B}, \mathbf{y}, t)\) is a \textit{yes} instance of \textit{GapCVP}_\gamma, i.e., there exists an integer vector \(\mathbf{w} \in \mathbb{Z}^n\) such that \(\|\mathbf{y} - \mathbf{Bw}\| \leq t\). We describe a probabilistic polynomial time prover \(P_{\text{CVP}}\) that, given the witness \(\mathbf{w}\) (or, equivalently, \(\mathbf{u} = \mathbf{y} - \mathbf{Bw}\)) as auxiliary input, makes the verifier accept with probability 1. The prover \(P_{\text{CVP}}\), on input \((\mathbf{B}, \mathbf{y}, t)\) and \(\mathbf{u} = \mathbf{y} - \mathbf{Bw}\), proceeds as follows:

1. Choose \(c_1, \ldots, c_k \in \{0, 1\}\) independently and uniformly at random. Also choose error vectors \(\mathbf{r}_1, \ldots, \mathbf{r}_k \in \mathcal{B}(0, \gamma t/2)\) independently and uniformly at random. Then, check if there exists an index \(i^*\) such that \(\|\mathbf{r}_{i^*} + (2c_{i^*} - 1)\mathbf{u}\| \leq \gamma t/2\). If not, set \(i^* = 1\) and redefine \(c_{i^*} = 0\) and \(\mathbf{r}_{i^*} = \mathbf{u}/2\), so that \(\|\mathbf{r}_{i^*} + (2c_{i^*} - 1)\mathbf{u}\| \leq \gamma t/2\) is certainly satisfied. Finally, compute points \(\mathbf{m}_i = c_i \mathbf{y} + \mathbf{r}_i \) mod \(\mathbf{B}\) for all \(i = 1, \ldots, k\) and send them to the verifier.
2. Wait for the verifier to reply with a challenge bit \(q \in \{0, 1\}\).
3. If \(q = \oplus_i c_i\), then the prover completes the proof sending bits \(c_i\) and lattice vectors \(\mathbf{Bv}_i = \mathbf{m}_i - (\mathbf{r}_i + c_i \mathbf{y})\) (for \(i = 1, \ldots, k\)) to the verifier. If \(q \neq \oplus_i c_i\), then the prover sends the same messages to the verifier, but with \(c_i\) and \(\mathbf{Bv}_i\) replaced by \(1 - c_i\) and \(\mathbf{Bv}_i + (2c_i - 1)(\mathbf{y} - \mathbf{u})\).

It is clear that \(P_{\text{CVP}}\) can be implemented in polynomial time. The reader can easily verify that if the honest verifier \(V_{\text{CVP}}\) interacts with prover \(P_{\text{CVP}}\), then it always accepts.

The Simulator. We prove the zero knowledge property by exhibiting a probabilistic polynomial-time simulator that outputs the transcript of a conversation between a (simulated) prover and a given cheating verifier \(V^*\) with a probability distribution that (for appropriate values of \(\gamma, k\)) is statistically close to that between \(V^*\) and the real prover \(P_{\text{CVP}}\).

The simulator \(S_{\text{CVP}}\), on input \((\mathbf{B}, \mathbf{y}, t)\), and given black-box access to a (possibly cheating) verifier \(V^*\), proceeds as follows:

1. Pick random \(c_1, \ldots, c_k \in \{0, 1\}\) and \(\mathbf{r}_1, \ldots, \mathbf{r}_k \in \mathcal{B}(0, \gamma t/2)\), and compute \(\mathbf{m}_i = c_i \mathbf{y} + \mathbf{r}_i \) mod \(\mathbf{B}\) for all \(i = 1, \ldots, k\).
2. Pass \(\mathbf{m}_1, \ldots, \mathbf{m}_k\) to \(V^*\), who replies with a query \(q \in \{0, 1\}\).\(^9\)

\(^9\) We can assume, without loss of generality, that the verifier always outputs a single bit answer. Any other message can be interpreted in some standard way.
3. If \( q = \oplus c_i \), then output the transcript \((\{m_i\}_{i=1}^k, q, \{(c_i, Bv_i)\}_{i=1}^k)\), where \( Bv_i = m_i - (r_i + c_i y) \). If \( q \neq \oplus c_i \), then output fail.

**Theorem 5.** If \((B, y, t)\) is a yes instance of \(\text{GapCVP}_\gamma\), then the statistical difference between the output of the simulator \(S_{\text{CVP}}\) (conditioned on the event that \(S_{\text{CVP}}\) does not fail), and the interaction between \(V\) and the real prover \(P_{\text{CVP}}\), is at most \(2(1 - \beta(2/\gamma))^k\), where \(\beta(\epsilon)\) is the relative volume of the intersection of two unit spheres whose centers are at distance \(\epsilon\).

Using the bound \(\beta(\epsilon) \geq \max \left( \frac{3}{\exp(c_n/\epsilon^2)}, 1 - \epsilon \sqrt{n} \right)\) on the relative volume of the intersection of two spheres, \(^{10}\) we immediately get the following corollary.

**Corollary 6.** \((P_{\text{CVP}}, V_{\text{CVP}})\) is a statistical zero-knowledge proof system with perfect completeness and soundness error \(1/2\), provided one of the following conditions holds true:

- \(\gamma = \Omega(\sqrt{n/\log n})\) and \(k = \text{poly}(n)\) is a sufficiently large polynomial, or
- \(\gamma = \Omega(\sqrt{n})\) and \(k = \omega(\log n)\) is any superlogarithmic function of \(n\), or
- \(\gamma = n^{0.5 + O(1)}\) and \(k = \omega(1)\) is any superconstant function of \(n\).

**Negligible Error.** As is, the proof system has constant soundness error \((1/2)\), but it is often important to have negligible soundness error \((1/n^{\omega(1)})\). There are several approaches to reducing the soundness error, with different advantages:

1. Repeat the proof system \(\ell(n) = \omega(\log n)\) times in parallel. This unfortunately does not preserve the zero knowledge property, but does yield a constant-round statistically witness-indistinguishable proof of knowledge with negligible soundness error. (Witness indistinguishability means that for any two witness \(w\) and \(w'\), the verifier’s view when the prover uses \(w\) is statistically close to its view when the prover uses \(w'\). See [34].)

2. Repeat the proof system \(\ell(n) = \Theta(\log n)\) times in parallel and then repeat the resulting protocol \(\omega(1)\) times sequentially. This does preserve zero knowledge, yielding an \(\omega(1)\)-round statistical zero-knowledge proof of knowledge.

3. In both of the approaches above, the \(\ell\)-fold parallel repetition can be combined with the \(k\)-fold repetition already present in the original protocol to obtain more efficient protocols. Consider a modification of the original protocol \((P_{\text{CVP}}, V_{\text{CVP}})\), where in addition to sending \(k\) vectors in the first step, the prover also sends a random \(k \times \ell\) matrix \(M\) over \(\text{GF}(2) = \{0, 1\}\). The verifier’s challenge is then a random vector \(q \in \{0, 1\}^k\), and the condition \(\oplus_i c_i = q\) is replaced with \(Mq = q\). The advantage of this protocol is that it achieves both simulation and soundness error \(2^{-O(k)}\) with a protocol that involves only \(O(k)\) \(n\)-dimensional vectors rather than \(O(k^2)\) as achieved by independent repetitions of the original protocol.

\(^{10}\) See [26] for a proof of the first inequality. The second one can be proved using similar techniques.
4 The Shortest Vector Problem

In this section we describe a statistical zero knowledge proof system \((P_{SVP}, V_{SVP})\) for \(\text{GapSVP}_\gamma\). The reasons we are interested in the Shortest Vector Problem are both theoretical (being SVP a different problem from CVP, it is interesting to know if it admits SZK proofs with efficient prover), and practical, as proofs of knowledge for SVP can be used in conjunction with the lattices of \([19]\) to yield identification schemes with worst-case/average-case security guarantees. (See Section 5.) Intuitively, our proof system for \(\text{GapSVP}\) can be thought as a combination of the reduction from \(\text{GapSVP}\), to \(\text{GapCVP}\), of Goldreich, Micciancio, Safra and Seifert \([37]\), followed by the invocation of the proof system for \(\text{GapCVP}\) described in the previous section. Things are not as simple because the reduction of \([37]\) is not a Karp reduction, and in order to solve a shortest vector problem instance, it requires the solution of (polynomially) many closest vector problems. So, we combine all the \(\text{GapCVP}\) instances together using the Goldreich-Levin hardcore predicate \([38]\). This is just the intuition behind the proof system that we are going to describe. In fact, our proof system requires neither the explicit construction of many \(\text{GapCVP}\) instances, nor the complicated analysis of the Goldreich-Levin predicate. So, below we briefly describe the proof system without reference to those general tools. For a detailed description see the full version of this paper.

The basic idea is the same as the proof system for the closest vector problem, but this time instead of selecting points close to the origin or close to the target vector \(y\), we consider balls centered around all lattice points of the form \(Bc\), where \(c \in \{0, 1\}^n\), and reduce the points modulo \(2B\). The prover starts the interaction by sending points \(m_i\) close to randomly chosen centers \(Bc_i\). For each such point, the prover also sends a binary vector \(s_i\). If the lattice does not contain short vectors, then balls centered around different \(Bc\) are disjoint (even after reduction modulo \(2B\)), and the first message sent by the prover uniquely determines a bit \(\sum_i s_i, c_i \mod 2\). Then the verifier asks the prover to show that \(\sum_i s_i, c_i \mod 2 = q\), where \(q\) is a random bit chosen by the verifier. If the prover can answer both questions, then there must be a message \(m_i\) that is close to two different centers (modulo \(2B\)), proving that the lattice contains short vectors.

5 Identification Schemes

An identification scheme is a protocol by which one party, Alice, can repeatedly prove her identity to other parties in such a way that these parties cannot later impersonate Alice. Following the now-standard paradigm of \([28]\), ID schemes are immediately obtained from zero-knowledge proofs of knowledge. It should be remarked that the computational problems underlying our identification schemes are not likely to be \(\text{NP}\)-hard (cf. \([26]\)). The same is true for most computational problems used in cryptography (e.g., factoring), so, in some sense, ours is as good a hardness assumption as any. However, factoring is a much more widely studied assumption than lattice problems, so our identification schemes should be used with caution. The discussion below concentrates on efficiency issues.
The proofs of knowledge from Section 3, give rise to \( \omega(1) \)-round ID schemes, because witness-indistinguishability is not enough to guarantee the security. However, we can obtain a 3-round identification scheme as follows. First, we consider a new problem OR-GapCVP, whose instances are pairs \((x_1, x_2)\) of GapCVP instances, and whose yes instances are those for which at least one of the \(x_i\)'s is a yes instance of GapCVP. Using a technique from [32], we can convert our proof system into one for OR-GapCVP. Parallel repetition yields a constant-round statistically witness-indistinguishable proof of knowledge with negligible soundness error. For such ‘OR’ problems, witness indistinguishability implies “witness hiding,” which suffices for the identification scheme [39] (cf., [34]). Details will be given in the full version of the paper.

We stress that, unlike all known cryptosystems based on lattice problems [24, 23], these identification schemes only require the generation of lattices in which the approximate Closest Vector Problem (resp. Shortest Vector Problem) is hard together with a close vector (resp. short vector). In particular, we do not need to generate an additional “short” basis, nor do we need “unique short vectors” or “hidden hyperplanes”. In particular, this opens up more possibilities for using lattices with potential advantages both in terms of efficiency and security. As an example, for identification schemes based on SVP one can use the random class of lattices of [19, 22], which, for appropriate choice of the parameters, results in identification schemes that are at least as hard to break (on the average) as the worst case instance of approximating GapSVP in the worst case with factor \( \bar{O}(n^4) \), or approximating other lattice problems (shortest linearly independent vectors or covering radius) within factor \( \bar{O}(n^3) \). Alternatively, one can use lattices with special structure like the cyclic and quasi-cyclic lattices of [20], or the convolutional modular lattices of [25] (but possibly with different, more secure, values of the parameters, since we do not need to embed a decryption trapdoor), in which the basis has a more compact representation (almost linear in the security parameter, rather than the standard matrix representation, whose quadratic size has been a practical barrier for the use of lattice cryptosystems.) Another very interesting possibility for identification schemes based on our CVP proof system is to use lattices where CVP with preprocessing (CVPP) is hard. This is a variant of the standard CVP problem introduced in [40] and studied in [41, 42], where finding close lattice vectors is hard even if the lattice is fixed, and the only input is the target vector. This allows to use the same lattice \( \mathbf{B} \) for all users, and hardwire the description of the lattice \( \mathbf{B} \) in the key generation, identification and verification algorithms. When a new user wants to generate a key, he chooses a random short error vector \( \mathbf{r} \) (the secret key) and computes \( \mathbf{y} = \mathbf{r} \mod \mathbf{B} \) as its public key. The security of the scheme relies on the fact that approximating CVP in the lattice generated by \( \mathbf{B} \) (for appropriately constructed, but fixed, \( \mathbf{B} \)) is hard. The advantage is that both the secret and public keys are just a single vector which takes storage proportional to dimension of the lattice \( n \) (the security parameter),\(^{11}\) rather than a matrix

\(^{11}\) This is obvious for the secret short vector \( \mathbf{r} \). The public vector \( \mathbf{y} \) can be much bigger because it contains large integer entries. Fortunately, as shown in [36], it is possible
(representing the lattice) which in general takes storage at least proportional to \( n^2 \). There are still big gaps between our understanding of CVPP and its cryptographic applicability: the strongest inapproximability results known to date \[42\] only show that CVPP is hard to approximate within factors smaller than 3, while our system requires inapproximability within \( \sqrt{n} \). More importantly, all known lower bounds \[40-42\] only establish the hardness in the worst-case (NP-hardness), while for cryptographic applications one needs average-case hardness. Still, the possibility that further developments about the complexity of lattice problems might lead to practical and provably secure identification schemes with worst-case/average-case guarantees is very appealing. In this perspective, establishing a worst-case/average-case connection for CVPP along the lines of \[19, 22\] would be very interesting.

6 Statistical Difference

In this section, our focus will be the problem SD\(^{\alpha,\beta} \) for various values of 0 ≤ \( \alpha < \beta \leq 1 \). Consider the SZK-complete problem SD\(^{1/2,1} \) ε, for \( 1/\sqrt{2} > \epsilon > 0 \). Since we do not know if \( \text{SZK} \subseteq \text{NP} \), we do not hope to give a proof system with efficient provers for this language. Instead we consider the limit problem SD\(^{1/2,1} \) obtained setting \( \epsilon = 0 \), i.e. deciding whether two distributions are statistically close or have disjoint supports. Unfortunately, this problem is not known to be complete for \( \text{SZK} \). Note that SD\(^{1/2,1} \) is in \( \text{NP} \), as coin tosses \( r_X, r_Y \) for which the circuits produce identical samples (i.e. \( X(r_X) = Y(r_Y) \)) are a witness that \( (X, Y) \) is a yes instance. We will prove that SD\(^{1/2,1} \) has a statistical zero-knowledge proof system with an efficient prover.

We now state a useful lemma that allows us to make the statistical difference exponentially small in yes instances of SD\(^{1/2,1} \).

**Lemma 7 (XOR Lemma [8]).** Given probability distributions \( X_c, X_1 \) and a parameter \( k \), define probability distributions \( Y_c = (x_1, \ldots, x_k) \) (for \( c \in \{0, 1\} \)) obtained by uniformly choosing \( (b_1, \ldots, b_k) \leftarrow \{0, 1\}^k \) such that \( b_1 \oplus \cdots \oplus b_k = c \), and then sampling each \( x_i \leftarrow X_{b_i} \) independently. Then \( \Delta(Y_c, Y_1) = \Delta(X_c, X_1)^k \).

Thus, given an instance \( (X_0, X_1) \) of SD\(^{1/2,1} \), this lemma shows how to construct circuits for a new pair of distributions \( (Y_0, Y_1) \) whose statistical difference is exponentially small if \( (X_0, X_1) \) is a yes instance, and whose supports are disjoint if \( (X_0, X_1) \) is a no instance. We can use this to obtain simple statistical zero knowledge proof system for SD\(^{1/2,1} \), mimicking the well-known proof systems for Quadratic Residuosity [1] and Graph Isomorphism [4]: 1. First, the prover sends the verifier \( y \leftarrow \hat{Y}_0, (2) \) and the verifier replies sending \( b \leftarrow \{0, 1\} \) to the prover; 2. then the prover sends \( r \leftarrow \{s : Y_b(s) = y\} \) to the verifier, 3. and the verifier accepts if \( Y_b(r) = y \). It can be verified that the above proof system has soundness error 1/2, completeness error 1/2^k+1, and is
d to select the basis \( B \) in an optimally secure way that results also in reduced vectors \( y \) with small bit-size.
statistical zero knowledge with simulator deviation $1/2^{k+1}$ (cf., [27]). However, even though $SD^{1/2,1} \in \text{NP}$, it does not appear that the prover strategy can be implemented in polynomial time given a witness. (If the verifier selects $b = 0$, the prover can respond with the coin tosses it used to generate $y$, but if the verifier selects $b = 1$, the prover must be able to find collisions between the circuits $Y_b$ and $Y_1$, which may be infeasible.)

To obtain efficient provers for $SD^{1/2,1}$ itself, we use the ideas of Itoh, Ohta, and Shizuya [29]. The key concept is that of problem dependent commitment. This is a commitment scheme where the sender and receiver get as auxiliary input an instance $x$ of a promise problem $\Pi$. The operations performed by the protocol depend on the value of $x$, and the protocol has different security properties depending on whether $x$ is a YES or a NO instance of $\Pi$. Typically, the protocol is required to be secret when $x \in \Pi_{\text{YES}}$ and unambiguous when $x \in \Pi_{\text{NO}}$, or vice-versa. As usual, a problem dependent commitment is statistically secure if the secrecy and unambiguity properties hold in a statistical sense.

Itoh, Ohta, and Shizuya [29] considered only noninteractive problem-dependent commitment schemes in which both security properties are perfect. (Notice that any noninteractive statistically unambiguous commitment is necessarily perfectly unambiguous.) They proved that if a problem $\Pi$ has a noninteractive problem-dependent commitment scheme which is perfectly secret on YES instances and perfectly unambiguous on NO instances, then $\Pi$ has a perfect zero-knowledge proof system with an efficient prover. We observe that this result can be generalized as follows.

**Theorem 8 (generalizing [29]).** Suppose a promise problem $\Pi$ is in NP, with NP relation $R$, and that $\Pi$ has a problem-dependent commitment scheme which is statistically secret on YES instances and statistically unambiguous on NO instances. Then $\Pi$ has a statistical zero-knowledge proof system with an efficient prover (using any $R$-witness).

We apply the theorem to $SD^{1/2,1}$, by defining a problem dependent commitment for this problem as follows. On input $(b, (X_b, X_1), 1^k)$, the sender commits to $b$ by sending the receiver $y \leftarrow Y_b$, where $Y_b$ is obtained by applying the XOR Lemma (Lemma 7) to $(X_b, X_1)$ with parameter $k$. In the reveal phase, the sender reveals $b$ and the coin tosses used to generate $y$. The receiver checks that $Y_b(r) = y$. The reader can easily check that this commitment scheme is statistically secret on YES instances and perfectly unambiguous on NO instances. Using Theorem 8, we get the following result.

**Theorem 9.** $SD^{1/2,1}$ has a statistical zero-knowledge proof system with an efficient prover.

### 6.1 Efficient provers for all of SZK?

As discussed in the introduction, part of our motivation in this work is the general question of whether every problem in $\text{SZK} \cap \text{NP}$ has a statistical zero-knowledge proof system with an efficient prover. The following theorem suggests three possible approaches to solve this problem.
Theorem 10. If any of the following conditions hold, every problem in $\text{SZK} \cap \text{NP}$ has a statistical zero-knowledge proof with an efficient prover:

1. $SD^{1/3,2,3}$ has a statistically secure problem-dependent commitment scheme.

2. $SD^{1/3,2,3}$ reduces to $SD^{1/2,1}$ via a randomized Karp reduction with one-sided error (even constant error).

3. Any NP problem that reduces to $SD^{1/3,2,3}$, also reduces to $SD^{1/2,1}$.

The first approach is proved using the closure of $\text{SZK}$ under complementation, and using the fact that if a promise problem $\Pi$ reduces (via a randomized Karp reduction with one-sided negligible error probability) to a promise problem $\Gamma$, and $\Gamma$ has a problem-dependent commitment scheme, then $\Pi$ also has a problem-dependent commitment scheme with the same security properties. The second approach is just a way to prove the first condition, using the fact that one-sided error in Karp reductions to $SD^{1/2,1}$ can be made negligible. The last approach, essentially asks to prove that $SD^{1/2,1}S$ is complete for $\text{SZK} \cap \text{NP}$.

The proof systems described in this section differ in one important way from previous ones. All previous proof systems for variants of Statistical Difference e.g. [8,9,43], used the input circuits as “black boxes.” That is, the use of the circuits by the verifier and prover consisted solely of evaluating the circuits on various inputs, and never referred to the internal structure of the circuits. It is not difficult to show, using constructions like [11], that no protocol of this form can be a statistical zero-knowledge proof with an efficient prover for even $SD^{1,1}$ (if one-way functions exist). The proof system of Theorem 9 is not black box, however, and does make use of the internal workings of the circuits (due to the techniques of [29], which in turn use [4]). This suggests that this approach does indeed have potential to resolve questions that may have previously seemed intractable.

We conclude this section by showing yet another relationship between problem-dependent commitment schemes and $\text{SZK}$. If we remove the assumption that problem $\Pi$ is in $\text{NP}$ from the hypothesis of Theorem 8, we can still conclude that $\Pi$ has an $\text{SZK}$ proof system, although not necessarily one with efficient prover.

Proposition 11. If a problem $\Pi$ has a statistically secure problem-dependent commitment scheme, then $\Pi \in \text{SZK}$.
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