Instructions: All your solutions should be prepared in \LaTeX and the PDF and .tex should be submitted to canvas. For each question, the best and correct answers will be selected as sample solutions for the entire class to enjoy. If you prefer that we do not use your solutions, please indicate this clearly on the first page of your assignment.

The programming parts can be written in the programming language of your choice and the code should be submitted alongside your solutions.

1. **Complementary Slackness** In this problem we will consider a primal problem written in the following form:

\[
\begin{align*}
\max_{x \in \mathbb{R}^m} & \quad c^T x \\
\text{s.t} & \quad Ax \leq b \\
& \quad x \geq 0
\end{align*}
\]

for \( A \in \mathbb{R}^{n \times m}, c \in \mathbb{R}^m \) and \( b \in \mathbb{R}^n \).

a. Write the dual of the above problem.

We saw in class the strong duality theorem: the primal is bounded iff the dual is bounded and if it is the case, they both have the same optimal value. We will now give a complete characterization of a pair of optimal solutions.

b. Let \( x \in \mathbb{R}^m \) (resp. \( y \in \mathbb{R}^n \)) be a feasible vector for the primal problem (resp. dual problem). We say that the pair \((x, y)\) is optimal if \( x \) (resp. \( y \)) is an optimal solution to the primal problem (resp. dual problem). Show that \((x, y)\) is optimal iff:

\[
\begin{align*}
y^T (Ax - b) &= 0 \\
x^T (A^Ty - c) &= 0
\end{align*}
\]

These conditions are known as the complementary slackness conditions.

c. Let us denote by \( a_i \) the \( i \)th row of \( A \) \((1 \leq i \leq n)\) and \( A_j \) the \( i \)th column of \( A \) \((1 \leq j \leq m)\). Show that for a pair \((x, y)\) or (primal, dual) feasible solutions, the complementary slackness conditions are equivalent to:

\[
\begin{align*}
\forall 1 \leq i \leq n, \ y_i &> 0 \Rightarrow a_i^T x - b_i = 0 \\
\forall 1 \leq j \leq m, \ x_j &> 0 \Rightarrow y^T A_j - c_j = 0
\end{align*}
\]
2. Fractional Knapsack Problem. In the Fractional Knapsack Problem, there is a set of \( n \) items, each item \( i, 1 \leq i \leq n \) has a value \( v_i \in \mathbb{R}_+ \) (representing your “happiness” for owning this item) and a cost \( c_i \in \mathbb{R}_+ \). There is a budget constraint \( b \in \mathbb{R}_+ \) on the total amount of money you can spend and your goal is to buy the set of items of maximum value while not spending more than \( b \). We assume that the items are infinitely divisible, meaning that you can buy a fraction \( x_i, 0 \leq x_i \leq 1 \) of item \( i \) for a fraction \( x_i c_i \) of its cost, but this will only give you a fraction \( x_i v_i \) of its value.

Formally, we want to solve the following linear program:

\[
\max_{x \in \mathbb{R}^n} \sum_{i=1}^{n} v_i x_i \\
\text{s.t} \sum_{i=1}^{n} c_i x_i \leq b \\
x_i \geq 0, 1 \leq i \leq n \\
x_i \leq 1, 1 \leq i \leq n
\]

We will also assume that all items have positive value, i.e. \( v_i > 0 \) for all \( i \) (otherwise we can remove these items without changing the problem, since we will never want to buy them anyway).

a. Let us consider a feasible solution \( x \in \mathbb{R}^n \) of the Fractional Knapsack Problem. Show that \( x \in \mathbb{R}^n \) is optimal if and only if there exists \( y \in \mathbb{R}^n \) and \( \xi \in \mathbb{R} \) such that:

\[
\xi \geq 0, y \geq 0 \\
c_i \xi + y_i \geq v_i, 1 \leq i \leq n \\
y_i > 0 \Rightarrow x_i = 1, 1 \leq i \leq n \\
x_i > 0 \Rightarrow c_i \xi + y_i = v_i, 1 \leq i \leq n \\
\xi > 0 \Rightarrow \sum_{i=1}^{n} c_i x_i = b
\]

We will now focus on characterizing an optimal solution \( x \in \mathbb{R}^n \). Let us consider one such solution \( x \in \mathbb{R}^n \). **Warning:** this problem is decomposed in many small questions, but most questions should only take a few lines to solve.

b. Show that when \( \frac{v_i}{c_i} > \xi \) or \( c_i = 0 \) then \( x_i = 1 \).

c. Show that when \( c_i \neq 0 \) and \( \frac{v_i}{c_i} < \xi \) then \( x_i = 0 \).

For simplicity, we will assume that the ratios \( \frac{v_i}{c_i} \) are distinct across all items. In other words, for distinct indices \( i \neq j \), we have that \( \frac{v_i}{c_i} \neq \frac{v_j}{c_j} \). This is not a very restrictive assumption, and the analysis which follows can be adapted to accommodate ties.

d. Let us denote by \( I \) the set of indices such that \( \frac{v_i}{c_i} > \xi \), and let us assume that there exists \( j \) such that \( \frac{v_j}{c_j} = \xi \); if such a \( j \) exists, it is necessarily unique. Show that if \( \sum_{i \in I} c_i + c_j \leq b \) then \( x_j = 1 \).
e. Assume that \( \sum_{i \in I} c_i + c_j > b \) (\( j \) is the same index as in part d.), show that:

\[
x_j = \frac{b - \sum_{i \in I} c_i}{c_j}
\]

f. Combining parts a. to f. explain how to construct an optimal solution to the Fractional Knapsack Problem.

3. Extreme Points. Given a polyhedron \( P \subset \mathbb{R}^n \). Show that \( \mathbf{x} \) is an extreme point of \( P \) if and only if \( \mathbf{x} \) is a basic feasible solution of \( P \).

4. Predicting wine quality. In this problem we will use Linear Programming to predict wine quality (as judged by oenologists) from chemical measurements. The dataset is available at [http://thibaut.horel.org/wines.csv](http://thibaut.horel.org/wines.csv) In each line, the first 11 columns contain the results from various chemical tests performed on the wine, and the last column is the evaluation (a score between 0 and 10) of the wine.

For wine sample \( i \), let us denote by \( y_i \in \mathbb{R} \) its score and by \( \mathbf{x}_i \in \mathbb{R}^{11} \) its chemical properties. We will construct a linear model to predict \( y_i \) as a function of \( \mathbf{x}_i \), that is, we want to find \( \mathbf{a} \in \mathbb{R}^{11} \) and \( b \in \mathbb{R} \) such that:

\[
y_i \simeq \mathbf{a}^\top \mathbf{x}_i + b
\]

The quality of the model will be evaluated using the \( \ell_1 \) norm, i.e we want to find a solution to this optimization problem:

\[
\min_{\mathbf{a} \in \mathbb{R}^{11}} \frac{1}{n} \sum_{i=1}^{n} |y_i - \mathbf{a}^\top \mathbf{x}_i - b|
\]

a. Remember from class that the above problem is equivalent to the following linear program:

\[
\min_{\mathbf{a} \in \mathbb{R}^{11}} \frac{1}{n} \sum_{i=1}^{n} z_i
\]

\[
\text{s.t. } z_i \geq y_i - \mathbf{a}^\top \mathbf{x}_i - b, 1 \leq i \leq n
\]

\[
z_i \geq \mathbf{a}^\top \mathbf{x}_i + b - y_i, 1 \leq i \leq n
\]

Explain how to rewrite this problem in matrix form:

\[
\min_{\mathbf{d} \in \mathbb{R}^{12+n}} \mathbf{c}^\top \mathbf{d}
\]

\[
\text{s.t. } \mathbf{A} \mathbf{d} \leq \mathbf{b}
\]

In particular, give the dimensions and definitions of \( \mathbf{c}, \mathbf{A} \) and \( \mathbf{b} \).

b. Use an LP solver (again, we recommend using CVXOPT) to solve the above problem and report your code as well as the optimal value of the problem. Note that the value of the problem is exactly the average absolute error of the linear model on the dataset. Does it seem to be within an acceptable range?