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ABSTRACT
The friendship paradox is a sociological phenomenon first discovered by Feld [13] which states that individuals are likely to have fewer friends than their friends do, on average. This phenomenon has become common knowledge, has several interesting applications, and has also been observed in various data sets. In his seminal paper Feld provides an intuitive explanation by showing that in any graph the average degree of edges in the graph is an upper bound on the average degree of nodes. Despite the appeal of this argument, it does not prove the existence of the friendship paradox. In fact, it is easy to construct networks – even with power law degree distributions – where the ratio between the average degree of neighbors and the average degree of nodes is high, but all nodes have the exact same degree as their neighbors. Which models, then, explain the friendship paradox?

In this paper we give a strong characterization that provides a formal understanding of the friendship paradox. We show that for any power law graph with exponential parameter in $(1, 3)$, when every edge is rewired with constant probability, the friendship paradox holds, i.e., there is an asymptotic gap between the average degree of the sample of polylogarithmic size and the average degree of a random set of its neighbors of equal size. To examine this characterization on real data, we performed several experiments on social network data sets that complement our theoretical analysis. We also discuss the applications of our result to influence maximization.

1. INTRODUCTION
In popular culture, the friendship paradox is known as the somewhat discouraging statement that our friends have more friends than we do. This statement is an interpretation of a result discovered by Feld [13] which states that individuals are likely to have fewer friends than the mean number of friends their friends have. Superficially, since the number of friends a person has often translates to social status, the friendship paradox receives considerable attention. Beyond this interpretation, the idea that the degree of a random neighbor may be substantially larger than that of a random node has interesting applications for immunization [8, 23] and influence maximization [36], and it has also been verified experimentally in large online social networks [17, 38].

Despite everything we know about it, from a mathematical perspective the friendship paradox is, at large, a mystery. In his seminal paper, Feld provides an intuitive explanation for the friendship paradox by showing that in any graph the average degree of edges in the graph is an upper bound on the average degree of nodes. This however, is far from proving the friendship paradox – that a node is likely to have a smaller degree than the average degree of her friends. In fact, as we will later show, it is easy to construct networks – even with power law degree distributions – where the ratio between the average degree of neighbors and the average degree of nodes is high, but all nodes have the exact same degree as their neighbors. In other words, not all graphs exhibit the friendship paradox, degree distribution does not explain it, and other structural properties need to be considered. Given the evidence in social network data sets, the question is why the friendship paradox exists.

Which models explain the friendship paradox?

The inception of network science is largely due to seminal mathematical models that explain phenomenon such as small-worlds [21, 40] and power-law degree distributions [4]. In these models we have a mathematical definition for the phenomenon exhibited: short distances in the network are defined as polylogarithmic in its size, heavy tail degree distribution as a power-law. But how should we mathematically define existence of the friendship paradox in a network? A possible definition of the friendship paradox is the existence of an asymptotic gap between a random node and its random neighbor. In a regular network, where all nodes have the same degree, there is no difference between the degree of any node and that of its neighbors, so the friendship paradox does not hold. In a star network on the other hand, where a randomly selected node is likely to be an endpoint with its only neighbor being the center, the ratio between a node and its neighbor is linear in the size of the network, and the friendship paradox holds. So what lies between these extremes that can serve as good model for social networks?

1.1 The structure of social networks

Perhaps the most common assumption about the structure of social networks and complex systems in general, is...
that their degree distribution is heavy tailed. In this paper we focus on the most commonly cited heavy tail distribution, the power law distribution: the likelihood of observing a node with degree $i$ in the network is proportional to $i^{-\beta}$, where $\beta$ is a constant that depends on the network.  

In Figure 1 we illustrate an example showing that the power law property does not suffice to show that a node is likely to have less their friends than her friend. Essentially, one can take any power law network (illustrated as network A) and turn it into a power law network where each node of degree $d$ in the original network is represented as an isolated clique of size $d + 1$. A series of such graphs has a power law degree distribution. In Section 3 we show such a construction which formally holds for networks with finite degree distributions. These examples are obviously contrived, but prove an important point: power law degree distributions alone do contain enough information about the network to study the likelihood of a node to have a high degree neighbor. If we wish to prove properties on social networks we will need to consider some form of a model. An important property to consider is the presence of long-range edges. Long-range links were first observed by Granovetter [16] and are often modeled as random edges [21, 40].

**A general model for social networks.** Following the above discussion and inspired by the work of Watts and Strogatz [40], we analyze the following family of graphs: we start from any (potentially adversarial) power law network and then we “re-wire” each edge in the network with some fixed probability. The implication is that one can take any model of a social network as long as its degree distribution follows a power law, allow every edge to have some fixed probability to be connected at random, and our results will hold. So even the most contrived examples of power law networks can be slightly perturbed and succumb to our analysis.

**Additional models.** It is important to emphasize that the results we show here also hold for other well-studied models of social networks. In particular, our results also hold for the *configuration model* [5] with power law degree distributions for finite graphs [1] (this is a special case of our model when the likelihood of an edge being rewired is 1) and preferential attachment model [4], both widely used in social network analysis (see e.g. [1, 35, 33]), as well as a similar model for generating connected graphs [39]. We omit the proofs for these models here due to lack of space, though the techniques shown here generalize to these models as well.

---

1There is an interesting debate on degree distributions of social network graphs [31]. Different papers support different heavy-tail distributions: power law, log normal, double Pareto, etc. For simplicity we focus on power law distributions.

**1.2 Our results**

Informally, our main result is that small samples suffice to observe the friendship paradox in social networks. More formally, we show that for any power law graph with parameter $\beta \in (1, 3)$, when every edge is rewired with constant probability, there is an asymptotic gap between the average degree of the sample of polylogarithmic size and the average degree of a random set of its neighbors of equal size.

To show the importance of random edges, we first show a construction of a finite power law network where the friendship paradox does not hold — every node has almost the same degree as its neighbor. We then analyze the case where only a single node is sampled from the network. We show that the question of whether an asymptotic gap exists between a set of randomly drawn nodes and their neighbors depends on the parameters of the graph. Our results show a threshold phenomenon: for graphs whose degree distribution is a power law with $\beta \in (1, 2]$ an asymptotic gap exists, while for $\beta \in (2, 3)$ it does not. Using this analysis we develop our main result for polylogarithmic samples.

To examine how these results relate to real data, we performed several experiments on social network data sets. Similar to our analytical results, we observed large gaps between random node samples and their neighbors. We examined other effects as well, as we further describe in Section 6.

**1.3 Algorithmic implications**

Before we continue, it would be useful to briefly review the algorithmic implications of the friendship paradox in the context of influence maximization, which led to our original interest in this phenomenon. The influence maximization problem [11, 20] is the algorithmic challenge of selecting individuals who can serve as early adopters of a new product or technology in a manner that will trigger a large cascade in the social network. The massive adoption of online social networking technologies in recent years has drawn substantial interest to the study of information diffusion in social networks and influence maximization in particular [3, 6, 7, 15, 24, 27, 29, 32]. Despite the substantial progress on the problem throughout the past decade, naive application of state-of-the-art algorithms is often ineffective. In many applications, one only has access to a small sample of the network in which individuals have low influence potential, and algorithms that select their users from such samples have a limited effect. In marketing applications for example, merchants often reward influential users who visit their online store, or who have engaged in other ways (subscribe to a mailing list, follow the brand, install an application etc.). Thinking of users who arrive at a store or follow a brand as being randomly sampled from the network, it follows that observing high-degree users is a rare event simply because the degree distributions of social networks are heavy-tailed. Influence maximization techniques are based on selecting high degree users (not necessarily the highest degree), and their application on such samples is therefore ineffective.

**Two-stage approaches.** As an alternative to spending the entire budget on nodes in the sample, recent work advocates for a two-stage approach called *Adaptive Seeding* [36]: In the first stage, a fraction of the budget is spent on nodes in the sample for the purpose of attracting their neighbors to
join the set of potential influencers (e.g. attract neighbors to visit the website, follow the brand, register their email, etc.). In the second stage, after some neighbors have joined, the remainder of the budget is used to select an influential set of individuals from the (hopefully larger) set of accessible nodes. The rationale is that while samples of a graph will likely have low degree nodes, they may have high degree neighbors. Intuitively, since high degree nodes have many neighbors (by definition), one would hope such nodes will be connected to the sample. In simple terms, we are guided by the following question:

Are random nodes likely to have high degree neighbors in a social network?

One central contribution in this paper is to explore this question at depth and provide analytical and empirical evidence to show that this is the case. Showing that the friendship paradox exists in social networks implies that adaptive seeding algorithms can indeed enable dramatic improvements for information dissemination. We illustrate how the friendship paradox translates to potential influence of two-stage approaches in Figure 2.

1.4 Related Work

Our results are directly related to Feld’s work [13, 14]. Feld gives an explicit characterization of the average degree of a neighbor in terms of the expected degree and variance of the degree distribution in the network and observes that the average degree of neighbors will be strictly greater than the average degree of nodes when the variance is greater than 0. In addition, Feld provides experimental evidence strengthening his thesis. Based on these intuitions, several heuristics for detecting contagions and designing immunization strategies have been suggested [8, 9]. In particular, the knowledge gap we found on this topic can be summarized as follows:

- **Size matters.** To identify asymptotic ratios, we must quantify how many more neighbors a neighbor has.

- **Averages do not imply likelihood.** Perhaps the most critical distinction is that Feld’s result is a statement about averages, and does not imply that a node is likely to have a lower degree than her neighbor. For the purpose of designing algorithms for example, Feld’s result is inapplicable.

- **The friendship paradox is not an amplification of Feld’s statement.** It is important to emphasize that the friendship paradox is not a constant probability version of Feld’s result. The constant probability version of Feld’s result is the ratio between the degree of a randomly selected node \(v\) and the degree of a random neighbor \(y\) in the graph. That is, \(y\) is not a neighbor of \(x\). To see that these are two different random variables consider the star of \(N\) nodes: the expected degree of friends of a random node is \(N - 1/N\), while a constant probability version of Feld gives \(N/2\).

Recently, large scale experiments showed that individuals are indeed likely to have less friends than the average number of friends their friends have in the Facebook [38] and Twitter networks [17]. Our work is somewhat complementary to these works; we explain a formal model and provide rigorous analysis of the phenomena observed in their experiments.

From a technical perspective, a related research direction recently explored is social sampling. In this context the goal is usually to sample a subgraph and maintain properties of the original graph [25], compute some statistics in sublinear time [10, 18, 19], or find a subset of the nodes with a certain property [2]. Despite some similarities, our work is different as we focus on finding high degree nodes in a network using an existing sample and we only consider the the node’s immediate neighbors.

2. PRELIMINARIES

**Power law graphs.** We use the same definition of a power law network that is used in [1]. A graph has a power law distribution if the number of nodes of degree \(i\) is \(\frac{\alpha^i}{i^\beta}\). Since the sum of the degrees in a network has to be even, the number of nodes of degree 1 should either be \(\lfloor e^\alpha \rfloor\) or \(\lfloor e^\alpha + 1 \rfloor\) depending on the parity of the sum of the higher degree nodes in the graph. For simplicity, throughout the rest of the paper we assume that the the number of nodes of degree 1 is \(e^\alpha\), and note that all the results naturally extend to the
general definition. For brevity we set $C = e^\alpha$ and use $N$ and $M$ to denote the number of nodes and edges in the graph, respectively. We denote the average degree of a set $B$ as $d(B)$.

**Social network model.** We will analyze the following random graph model, which is inspired by the small-world model of Watts and Strogatz [40]. We start from an arbitrary (potentially adversarial) graph with a power law distribution and then “rewire” each edge in the graph with constant probability $p > 0$. Rewiring is done by first selecting all the edges that have to be rewired and then by applying the technique used in the configuration model [5]: every edge selected to be rewired is split into two stubs attached to the nodes corresponding with the endpoints of that edge, and the set of all stubs are then connected uniformly at random. The importance of this model is that it shows that even when starting from an adversarial structure (potentially with a strong community structure or even a disconnected network) a small fraction of randomness suffices to observe an asymptotic gap between the degree of a sampled set of nodes and their neighbors. In case of self-loops, we count a node as a neighbor of itself (in most of the setting the number of self loops is extremely small).

### 3. MISBEHAVED POWER LAWS

In this section we show that there exists a family of power law graphs such that the ratio between the degree of a node and the degree of its neighbor is constant for every node in the graph.\(^3\)

**Proposition 3.1.** There exist a family of power law graphs with $\beta = 2$ such the ratio between the degree of any node and the degree of any of its neighbor is at most a constant.

**Proof.** First we order the nodes in an increasing degree order. We begin by generating the stubs, initializing each node with unassigned stubs. For all nodes of degree smaller than $\sqrt{\frac{N}{\alpha}}$, starting from the first node we sequentially match each unassigned stub of a node $v$ with an unassigned stub of the minimum ranked node with an available unassigned stub which is not already connected to $v$.

An interesting property of this ordering is that for every node $v$ of degree smaller than $\sqrt{\frac{N}{\alpha}}$ it is always possible to connect it with the subsequent $d(v)$ nodes. This is true because we consider nodes in an increasing degree order. Note that in this way every node of degree smaller than $\sqrt{\frac{N}{\alpha}}$ is connected with nodes that have a degree that is at least half of its degree, and at most double its degree. In fact, every node $v$ connects with at most $d(v)$ subsequent nodes and $\frac{d(v)}{2}$ preceding nodes.

Now we have to assign the edges between all the nodes of degree larger than $\sqrt{\frac{N}{\alpha}}$. But this can be done by assigning edges arbitrarily (for example using the configuration model on the remaining stubs) since the maximum degree node has degree $\sqrt{N}$ and so the ratio between the degree of any two nodes with degree larger than $\sqrt{\frac{N}{\alpha}}$ is at most constant. \(\square\)

\(^3\)We note that for simplicity we prove a result for $\beta = 2$, although similar counter-examples can be constructed for other values of $\beta$. We also note that it is easy to modify our construction to obtain a connected graph.

### 4. SINGLE SAMPLES

As a preliminary to the main results in Section 5, we investigate the case in which the sample is of a constant size. As we will now show, when we consider small samples the question of whether neighbors yield better results largely depends on the parameters of the graph. While an interesting result in of itself, the lemmas for establishing this will also be instrumental for proving the main result in Section 5.

Throughout the rest of this paper we use $G(\beta, p)$ to denote the family of graphs with power law degree distributions with exponent $\beta$ in which every edge has some small, constant probability $p > 0$ to be rewired at random.

**Lemma 4.1.** Let $u$ be a node sampled from $G(\beta, p)$ with $\beta \in (1, 2)$ and let $v$ be a neighbor of $u$ drawn u.a.r. Then, for any constant $\epsilon > 0$, with constant probability the ratio between the degree of $u$ and $v$ is $\Omega\left(\frac{\epsilon^2}{\beta^2} \right)$.

**Proof.** We first compute the average degree of a node in $G(\beta, p)$. Using the fact that the generalized harmonic sum converges to a constant when $\beta > 1$, i.e. $\sum_{i=1}^{\infty} \frac{1}{i^\beta} \in O(1)$, we can conclude that the number of nodes in a power law graph with $\beta \in (1, 3)$ is:

$$N = \sum_{i=1}^{\Delta} \left\lfloor \frac{C}{i^\beta} \rightfloor = \sum_{i=1}^{\Delta} \left\lfloor \frac{C}{i^\beta} \rightfloor \in \Theta(C)$$

where $\Delta$ is used to denote the largest degree in the graph. The number of edges is:

$$M = \sum_{i=1}^{\left\lfloor \frac{C}{i^\beta} \rightfloor} \frac{C}{i^\beta} = O\left(\sum_{i=1}^{\left\lfloor \frac{C}{i^\beta} \rightfloor} \frac{C}{i^\beta} \right) \in \Theta\left(C^{\frac{2}{\beta}}\right)$$

where we use the fact that the that the generalized harmonic sum for $0 < \alpha < 1$ is equal to $\sum_{i=1}^{\infty} \frac{1}{i^\alpha} \in \Theta(t^{1-\alpha})$. The average degree of a node in $G(\beta, p)$ is therefore in $\Theta\left(C^{\frac{2}{\beta}}\right)$.

So, by Markov’s inequality, we know that when we select a random node with probability $\frac{1}{2}$ its degree is at most twice its expected degree. Thus, with probability $\frac{1}{2}$ we sample a node of degree $O\left(C^{\frac{2}{\beta}-1}\right)$.

To lower bound the degree of a random neighbor, we show that with constant probability an edge is incident to a high degree node. To show this we calculate the number of endpoints of edges incident to nodes of degree at least $K$, denoted $A_{d \geq K}$:

$$A_{d \geq K} = \sum_{i=\left\lceil \frac{C}{i^\beta} \right\rceil}^{\infty} i \frac{C}{i^\beta} = \Theta\left(C\left(2^{\frac{2}{\beta}-1} - K^{2-\beta}\right)\right)$$

since that for $\alpha < 1$, $\sum_{i=K}^{\infty} \frac{i}{i^\alpha} = \Theta(n^{1-\alpha} - k^{1-\alpha})$.

Therefore the number of endpoints of edges incident to nodes with degree greater or equal to $K = C^{1/\beta-\epsilon}$ is $\Theta(M)$. If we restrict our attention to endpoints of rewired edges incident to nodes with degree greater or equal to $K = C^{1/\beta-\epsilon}$, denoted by $R_{d \geq K}$, then by linearity of expectation we have that $E[R_{d \geq K}] = p A_{d \geq K} \in \Theta(M)$. Unfortunately the probability that the endpoints are rewired is not independent. In fact, two endpoints incident to the same edge are either both
rewired or both. So to obtain a concentration result we cannot apply the Chernoff bound. Fortunately in this case we can use the method of bounded difference [30] which tells us that the fact that an edge is rewired changes the value of $R_{d> K}$ by an additive factor of 2 at most, and we have that $R_{d> K} \in \Theta(M)$.

So with constant probability a random neighbor of a random node would be connected to the node by a rewired edge and this edge with constant probability will point to a node in $R_{d> K} \in \Theta(M)$.

Thus, for $\beta \in (1, 2)$ with constant probability the ratio between a node a random neighbor is at least:

$$K \left( \frac{M}{N} \right)^{-\frac{1}{\beta}} = \Omega \left( \frac{C}{N}^{\frac{1}{\beta}} \right) = \Omega \left( \frac{N^{\frac{1}{\beta}}}{C} \right).$$

**The case when $\beta = 2$:** we can apply the same technique as above for $\beta = 2$. In this case as in the above proof the number of nodes is $N \in \Theta(C)$ and the number of edges is:

$$M = \sum_{i=1}^{\frac{C}{\beta}} \left( \frac{C}{i} \right) = O \left( \sum_{i=1}^{\frac{C}{\beta}} \left( \frac{C}{i} \right) \right) \in \Theta(C \log C)$$

where this time we use the fact that the harmonic sum is equal to $\frac{\log \log t}{\log t} \in \Theta(\log t)$. When $\beta = 2$ the number of endpoints of edges incident to nodes of degree at least $K$ is:

$$A_{d> K} = \sum_{i=1}^{\frac{C}{\beta}} \left( \frac{C}{i} \right) = \Theta \left( C (\log C - \log K) \right)$$

where we use the fact that $\sum_{i=1}^{n} \frac{1}{i} = \Theta(\log n - \log k)$. Using the same technique one can show that with constant probability the ratio between the degree of $u$ and $v$ is $\Omega(\log N)$, for any constant $\alpha > 0$.

**Corollary 4.2.** Let $u$ be a randomly selected node from $G(\beta, p)$ with $1 < \beta \leq 2$, and let $v$ a randomly selected neighbor of $u$. Then with constant probability we have:

$$\frac{d(v)}{d(w)} \in \omega(1).$$

**4.1 Phase transition for $\beta > 2$**

Somewhat surprisingly, we now show that when $\beta > 2$ the friendship paradox does not hold for a single node – and not even for a sample of a constant size, and even when all edges are rewired at random. In other words, when $\beta > 2$ a constant number of nodes do not suffice to observe asymptotic gaps between degrees of the sample and their neighbors, even in a random graph model.

**Lemma 4.3.** Let $u$ be a node sampled from $G(\beta, 1)$ with $\beta \in (2, 3)$, and let $v$ a random neighbor of $u$. Then, w.h.p.

$$\frac{d(v)}{d(u)} \in \omega(1).$$

**Proof.** First, note that in this case we also have that the number of nodes is $N \in \Theta(C)$. The number of edges when $2 < \beta < 3$ is:

$$M = \sum_{i=1}^{\frac{C}{\beta}} \left( \frac{C}{i} \right) = O \left( \sum_{i=1}^{\frac{C}{\beta}} \left( \frac{C}{i} \right) \right) = \Theta(C)$$

because in this setting $\beta - 1 > 1$. Thus the number of degree greater or equal to $K$ in the graph is $O \left( \frac{C}{N} \right)$. So for any function $f(N) \in \omega(1)$, the probability of randomly picking a node of degree at least $f(N)$ is $o(1)$. Thus when we sample a node u.a.r, w.h.p. it will have a constant degree.

We will now show that when sampling a single node, w.h.p. also a randomly selected node has degree smaller than $f(N)$, for any function $f(N)$ strictly increasing with $N$ and such that $f(N) \in \omega(1)$ implying that w.h.p. the degree of a random neighbor is also constant. For $2 < \beta < 3$, the number of endpoints of nodes with degree larger than $K$ is:

$$A_{d> K} = \sum_{i=1}^{\frac{C}{\beta}} \left( \frac{C}{i} \right) = \Theta \left( C \left( K^{\beta} - C^{\frac{1}{\beta}} \right) \right)$$

Here for $\alpha > 1$, $\sum_{i=k}^{n} \frac{1}{i} = \Theta(k^{1-\alpha} - n^{1-\alpha})$. The endpoints of edges incident to nodes of degree at least $\lceil f(N) \rceil$ is therefore $A_{d> [f(N)]} = o(N)$. The number of edges of degree greater than $f(N)$ is therefore sublinear in the number of the nodes and so all but an $o(1)$-fraction of the nodes will have no incident edge of degree at least $f(N)$. □

**5. POLY-LOGARITHMIC SAMPLES**

In this section we show our main result, namely that for any $\beta \in (1, 3)$ polylogarithm-sized samples suffice to see asymptotic ratios between the degree of a sample and its set of friends. Intuitively, this implies that as long as we have access to a relatively small size of the social network it is possible to reach nodes of relatively high-degree. The results here hold for any set of poly-logarithmic size, but we discuss sizes of $\log N$ for simplicity.

**Lemma 5.1.** Let $S$ be a set of $\Theta(\log N)$ nodes sampled uniformly at random from $G(\beta, p)$, for $\beta \in (2, 3)$. Then, w.h.p. the average degree in $S$ is $\Theta(1)$.

**Proof.** From Lemma 4.3, we know that the expected degree of a sampled node is $O(1)$. Thus, by linearity of expectation, the expected total degree of the sample is $O(\log N)$. By applying Markov’s inequality we get that the probability that the total degree is in $\omega(\log N)$ is $o(1)$.

**Proposition 5.2.** Let $S$ be a set of $\Theta(\log N)$ nodes sampled uniformly at random from $G(\beta, p)$ for $\beta \in (2, 3)$, and let $T_S$ be a set obtained by selecting a single neighbor u.a.r. from every node in $S$. Then, w.h.p.

$$\frac{d(T_S)}{d(S)} \in \omega(1)$$

**Proof.** The main idea behind is to show that w.h.p. $T_S$ contains $\omega(1)$ nodes of degree $\Omega(\log N)$ when we have a sample of size $\log N$. We will first lower-bound the probability of sampling one of these nodes and then show the result holds w.h.p. when we sample $\log N$ elements. From the proof of Lemma 4.3 we know that the number of endpoints of edges incident to nodes with degree at least $\lceil \log N \rceil$, $A_{d> \log N} \in \Theta \left( \frac{1}{\log N} \right)$. Recall that $R_{d< \log N}$ is the number of rewired edges incident to nodes of degree bigger than $\log N$. Also in this case by linearity of expectation we have $E[R_{d< \log N}] = \beta A_{d< \log N}$. Applying the method of bounded difference with lipschitz condition 2 we have that $R_{d< \log N}$ is strongly concentrated around its mean. Thus,
the probability that a random edge of a node in $S$ points to a neighbor with degree at least $c \log N$ is at least:

$$\frac{R_{d > c \log N} - 1}{M} = \Theta \left( \frac{\theta(C)}{\Theta(C)} \right) = \Theta \left( \frac{1}{|c \log N|^{\beta - 2}} \right).$$

Now, let $Y_i$ be the random variable which equals 1 if the randomly selected neighbor of the node $i$ in $S$ has degree at least $c \log N$ and 0 otherwise. We have that:

$$\mathbb{E} \left[ \sum_{i \in S} Y_i \right] = \log N \cdot \mathbb{E}[Y_i] = \log N \left( \frac{E_{d > c \log N}}{M} \right) = \Theta \left( \log N^{3 - \beta} \right).$$

Unfortunately the random variables $Y_i$ are neither independent nor nicely correlated so we cannot use a Chernoff bound to get a high probability result directly. To overcome this difficulty, we show that the probability the sum of the $Y_i$s is bigger than a value $D$ dominates the probability that the sum of a random variable $X_i$, that counts the number of heads of a coin that gives heads with probability $\frac{E_{d > c \log N}}{M}$ and tails otherwise is bigger than a value $D$. Note that we are sampling only $\log N$ edges, thus for every $i$ the number of edges of degree bigger than $c \log N$ that we still have not used is bigger or equal than $E_{d > c \log N} - \log N$ for all $i$. Thus the probability that $Y_i$ is equal 1 is higher than the probability of the same event for $X_i$ for all $i$, hence the sum of the random variables $Y_i$ dominates the sum of the random variables $X_i$. But $\mathbb{E} \left[ \sum_{i \in S} X_i \right] = \Theta \left( \log N^{3 - \beta} \right)$. Furthermore the $X_i$ are independent so by Chernoff we get that $\sum_{i \in S} X_i \in \Omega \left( \log N^{3 - \beta} \right)$ with probability $1 - o(1)$. Thus using stochastic domination, we have that w.h.p. at least $\Omega \left( \log N^{3 - \beta} \right)$ sampled neighbors have degree bigger than $c \log N$.

Now in order to conclude the proof we have to show that those $\Omega \left( \log N^{3 - \beta} \right)$ selected neighbors of high degree are different nodes. To this end we will show that any node in the graph is selected at most a constant number of times with high probability, which will imply the result.

The node of maximum degree is the most likely to be selected and it has degree $C^\beta = \Theta \left( C^\beta \right)$ so the probability of sampling it in one sample is $\Theta(C^{-1+\frac{\beta}{2}}) = O(1/C^{-\frac{\beta}{2}})$ Thus the probability of sampling the highest degree node three times in $\log N$ samples is smaller than $\left(\frac{\log N}{3} \Theta(C^{-\frac{\beta}{2}}) = o(C^{-1})$. Thus, using the union bound, no node is sampled more than twice with high probability. So the set of neighbors with high probability contains $\Omega \left( \log N^{3 - \beta} \right)$ distinct nodes that have degree bigger or equal to $c \log N$, thus the average degree is w.h.p. at least $\Omega \left( \log N^{3 - \beta} \right)$.

**The case when $\beta \in (1, 2)$:** The proof requires a different approach when $1 < \beta < 2$. Roughly, the core idea is to amplify the results of the single sample case to show that w.h.p. we get at least one high degree node.

**Proposition 5.3.** Let $S$ be a set of $\log N$ nodes sampled uniformly at random from $G(\beta)$ where $1 < \beta \leq 2$, and let $N(S)$ be a set obtained by selecting a single neighbor u.a.r. from every node in $S$. Then, w.h.p. the ratio between the sum of degrees of $S$ and that of $N(S)$ is $\omega(1)$.

In order to prove the proposition we first bound the average degree of the set of sample nodes:

**Lemma 5.4.** Let $S$ be a set of $\Theta(\log N)$ nodes sampled uniformly at random from $G(\beta)$, for $1 < \beta < 2$. Then, w.h.p. the average degree in $S$ is $\Theta \left( C^\beta \right)$.

The proof uses the same Markov inequality argument as in Lemma 5.1 and is omitted. To conclude the main proof we show that with high probability we pick at least one very high degree node.

**Lemma 5.5.** Let $S$ be a set of $\Theta(\log N)$ nodes sampled uniformly at random from $G(\beta, p)$ for $\beta \in (1, 2)$, and let $T_S$ be a set obtained by selecting a single neighbor u.a.r. from every node in $S$. Then, w.h.p. $d(T_S) \in \Omega \left( N^{\frac{\beta - 1}{2}} \right)$, for any constant $\epsilon > 0$.

**Proof.** The results follow directly from the previous lemma and by the fact that we can amplify the probability of getting a high degree node using $\Theta(\log N)$ samples.

Using similar technique we can prove for $\beta = 2$ that the ratio is in $\Omega \left( \log^\alpha(N) \right)$, for any constant $\alpha > 0$.

**Theorem 5.6.** For any $\beta \in (1, 3)$, let $S$ be a set of $\Theta(\log N)$ nodes sampled uniformly at random from $G(\beta, p)$, and let $T_S$ be a set obtained by selecting a single neighbor u.a.r. from every node in $S$. Then, w.h.p. there is ratio between $d(T_S)$ and $d(S)$ is in $\omega(1)$.

### 6. EXPERIMENTS

We conducted several experiments to evaluate and further study the friendship paradox in different online communities and social networks. Since analytical results only hold on stylized models, our primary motivation was to witness the existence of the phenomenon in the data. We used 8 different publicly available data sets: the Orkut social network [41], the LiveJournal blogging community [41], the Wikipedia author network [26], the YouTube social network [41], the DBLP author network [41], the Slashdot user community network [28], and the Enron email communication network [22]. These networks vary in size and degree distribution and provide insight on the effect network parameters have on the friendship paradox.

We began by characterizing the networks according to their degree distribution. We fitted each network to a power law graph with different parameters of $\beta$ and $C = c^\alpha$, using methods that optimize over final sum of squares of residuals. We summarize the main statistics in Table 1. Note that for almost all the networks $\beta \in (1, 3)$. We first considered the effects of the sample size and network topology.
The effects of sample size. To experimentally observe the way in which the sample size affects the friendship paradox, we compared the degree distributions of sampled sets and those of their neighbors as a function of the sample size. For each network, for every \( j \in \{10, 20, 30, \ldots, 500\} \) we sampled \( j \) nodes u.a.r. and computed the degree distribution of the sampled nodes and the average degree distribution of all their neighbors. Note that the average degree distribution of all their neighbors is the average of selecting a neighbor at random from each node in the sample. Each such iteration is a snapshot of the friendship paradox for a set of size \( j \). For each sample size \( j \), we repeated this experiment 5 times. We then computed the ratio between the average degree of neighbors and the average degree in the sample. We plot the results in Figure 3.

As the figure shows, the friendship paradox varies across the different networks. The lowest gap we observed experimentally was in the DBLP network where the ratio averaged over all sample size iterations was 2.5 and the largest was 150 in the YouTube network. In all networks we see a large gap in the first iteration when the sample size is 10 and the neighbors’ average degree distribution is large.

In all networks there is a trend of decrease in the friendship paradox as the sample size increases. This trend can be intuitively explained using the analysis from the previous sections: Since we showed that the friendship paradox is large at already the small sample size of \( \log N \), this implies that when the sample \( S \) is of size \( \log N \), the high degree nodes of the graph are in the neighborhood \( S \). As the sample size increases we are more likely to sample high degree nodes in \( S \) while the degree distribution of \( S \) will becomes smaller as the high degree nodes are exhausted early.

Recall that in Section 4 we showed that with parameter \( \beta \in (1, 2] \) the friendship paradox occurs even when the sample sizes are small. Interestingly, this phenomenon can also be observed on the data sets we examined, all of which were found to have parameters in this range, with the exception of the Orkut network for which \( \beta < 1 \).

One hypothesis is that the friendship paradox occurs due to the fact that in social networks neighbors indeed are more likely to have a high degree. An alternative hypothesis however could be that when considering neighbors, the size of the sample is larger. That is, a set of \( S \) nodes sampled at random generates a neighborhood of size \( n = |\cup u \text{ is neighbor of } S \{u\}| \) and it may be that a set of size \( n \) sampled uniformly at random from the graph could have a similar effect. To test this hypothesis, we conducted the following experiment. For each \( j \in \{1, \ldots, 100\} \) we sampled \( j \) nodes u.a.r. from the network which gave us a set of neighbors \( N_j \). We then sampled \( |N_j| \) nodes u.a.r. from the network, and compared the ratios between their average degree distribution. We depict the results in Figure 4 which supports our hypothesis.

To further investigate the effect of the sample size on the friendship paradox, we computed the degree distribution of all the nodes in the networks and for each node we averaged its neighbors’ degree distribution. In Figure 6 we plot the CDF of these distributions for the DBLP, Epinions, Slashdot, and the Enron networks. In the figure, the nodes’ degree distribution is depicted in red and the average neighbors’ degree distribution in blue. The expansion is the right shift between the distributions. The CDF shows that the majority of nodes’ degree distribution is well below the average of their neighbors; however for nodes in top percentiles, this is no longer true. As the sample size increases these nodes are more likely to appear in the sample and diminish the expansion effect.

The effects of network topology. It is easy to see analytically that the friendship paradox cannot occur in regular graphs, where every node has the same degree. To view this experimentally, for each network \( G = (V, E) \) in our data sets we also generated a random graph by running a process which assigns \( |E| \) edges uniformly at random between \( |V| \) nodes. We used the same process as above to observe the gap under different sample sizes. As expected, for these graphs, regardless of sample size, the average degree of the sample and that of their neighbors were nearly identical.

High degree nodes in neighbors vs. sample. To strengthen our results, we compared the average degree of the top 1% and 10% of neighbors and degrees from the sample. We plot the results in Figure 5 which show a clear dominance of selecting from the set of neighbors.

Beyond the first circle. It seems natural to ask whether the results extend beyond the immediate circle of friends. The first question is whether nodes which are two hops away from a randomly sampled node have a higher degree on average as well. The second question is whether the average degree grows as we further explore the graph. For a given set \( S \), we use \( \mathcal{N}_i(S) \) to denote the neighbors who are exactly \( i \) hops away from \( S \) in the graph. To observe the change in the degree distribution as a function of distance from a node, we conducted the following experiment. For each network, we sampled 5 nodes u.a.r., and conducted a BFS crawl of 4 levels from all nodes in the set. In each level we measured the degree distribution of all nodes in the level, and computed its average. In Figure 7 we plot the average degree as a function of the level, as well as the percentage of increase in average degree between levels.

The figure above gives experimental evidence that suggests that the friendship paradox would be most dramatic between the sampled set and its immediate neighborhood.
Applications. Besides being a fundamental sociological phenomena the friendship paradox has also practical applications. For example, it has already been used successfully to design immunization strategy [8, 9]. In this section we study an application of the friendship paradox to influence maximization. In particular we consider the case where we do not have knowledge about the network. From our experimental results in the previous setting it is clear that using random neighbors would be the best choice in the well-studied voter model [11, 12, 34, 37]. To strengthen our results we consider the classic independent cascade and linear threshold [20] and we study experimentally the effect of seeding a cascade in a random set or in random set of neighbors. Figure 8 shows that also in this more challenging setting using a set of random neighbors clearly outperforms a set of random nodes.

7. CONCLUSIONS

The friendship paradox is a fundamental phenomena in social networks. In this paper we strengthen the understanding of this phenomena by formalizing this concept and characterizing a large family of graphs where this phenomenon exists. One of the implications of our analysis is that for a large class of networks, the effectiveness of influence maximization strategies can be dramatically improved by using two-step approaches. Our theoretical results are supported by experiments that show this phenomena exists in social network data sets, and applies to influence maximization.
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Figure 4: The ratio between average degree of a set of neighbors and a set of randomly sampled nodes from the graph.

Figure 8: Number of the nodes influenced when a random set of node of size 10 is seeded (red line) as source of a cascade and when 10 random neighbors are seeded (blue line) as a function of the infection probability. Clearly the friendship paradox plays an important role also in this setting.

Figure 5: High degree nodes via neighbors vs. via sample. Blue lines depict top 1% and top10% (dotted) of neighbors; Red lines depict top 1% and top10% (dotted) of nodes from the sample.

[20] D. Kempe, J. Kleinberg, and É. Tardos. Maximizing the spread of influence through a social network. In KDD.