WATER LOSS FROM TERRESTRIAL PLANETS WITH CO2-RICH ATMOSPHERES
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ABSTRACT

Water photolysis and hydrogen loss from the upper atmospheres of terrestrial planets is of fundamental importance to climate evolution but remains poorly understood in general. Here we present a range of calculations we performed to study the dependence of water loss rates from terrestrial planets on a range of atmospheric and external parameters. We show that CO2 can only cause significant water loss by increasing surface temperatures over a narrow range of conditions, with cooling of the middle and upper atmosphere acting as a bottleneck on escape in other circumstances.

Around G-stars, efficient loss only occurs on planets with intermediate CO2 atmospheric partial pressures (0.1–1 bar) that receive a net flux close to the critical runaway greenhouse limit. Because G-star total luminosity increases with time but X-ray and ultraviolet/ultraviolet luminosity decreases, this places strong limits on water loss for planets like Earth. In contrast, for a CO2-rich early Venus, diffusion limits on water loss are only important if clouds caused strong cooling, implying that scenarios where the planet never had surface liquid water are indeed plausible. Around M-stars, water loss is primarily a function of orbital distance, with planets that absorb less flux than ~270 W m−2 (global mean) unlikely to lose more than one Earth ocean of H2O over their lifetimes unless they lose all their atmospheric N2/CO2 early on. Because of the variability of H2O delivery during accretion, our results suggest that many “Earth-like” exoplanets in the habitable zone may have ocean-covered surfaces, stable CO2/H2O-rich atmospheres, and high mean surface temperatures.
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1. INTRODUCTION

Understanding the factors that control the water inventories of rocky solar planets is a key challenge in planetary physics. In the inner solar system, surface water inventories currently vary widely: Mars has an estimated a few tens of meters global average H2O as ice in its polar caps subsurface (Plaut et al. 2007), Earth has ~2.5 km average H2O as liquid oceans and polar ice caps, and Venus has only a small quantity in its atmosphere and an entirely dry surface (Chassefière et al. 2012). Clearly, these gross differences are due to some combination of variations in the initial inventories and subsequent evolution.

Water is important on Earth most obviously because it is essential to all life, but major uncertainties remain regarding how it was delivered, how it is partitioned between the surface and mantle, and how much has escaped to space over time (Kasting & Pollack 1983; Hirschmann 2006; Pope et al. 2012). Estimating the initial inventory is difficult because water delivery to planetesimals in the inner solar system during accretion was a stochastic process (Raymond et al. 2006; O’Brien et al. 2006). However, it appears most likely that Earth’s initial water endowment was greater than that of Venus by a factor ~3 or more.

On Venus, surface liquid water may have been present early on but later lost during a H2O runaway or moist stratosphere1 phase. In this scenario, large amounts of water would have been dissociated in the high atmosphere by extreme and far-ultraviolet (XUV, FUV) photolysis, leading to irreversible hydrogen escape and oxidation of the crust and atmosphere (Kombayashi 1967; Ingersoll 1969; Kasting 1988; Chasæfère 1996). The high ratio of deuterium to hydrogen in the present-day Venusian atmosphere (~120 times that on Earth; de Bergh et al. 1991) strongly suggests there was once more water present on the planet, but estimating the size and longevity of the early H2O inventory directly from isotope data is difficult (Selsis et al. 2007). It has also been argued based on Ne and Ar isotope data that Venus was never water-rich, and has had high atmospheric CO2 levels since shortly after its formation due to rapid early H2O loss followed by mantle crystallization (Gillmann et al. 2009; Chasæfère et al. 2012).

For planets with climates that are not yet in a runaway state, the rate of water loss is constrained by the supply of H2O to the high atmosphere. A key factor in this is the temperature of the coldest region of the atmosphere or cold trap, which limits the local H2O mixing ratio by condensation. When cold-trap temperatures are low, the bottleneck in water loss becomes diffusion of H2O through the homopause, rather than the rate of H2O photolysis or hydrogen escape to space (Figure 1).

The extent to which the cold-trap limits water loss strongly depends on the amount of CO2 in the atmosphere. First, CO2 affects the total water content of the atmosphere because it increases surface temperatures by the greenhouse effect. However, the strength of its 15 and 4.3 μm bands allows efficient cooling to space even at low pressures, so it also plays a key role in determining the cold-trap temperature (Pierrehumbert 2010). Finally, CO2 can also directly limit the escape of hydrogen in the highest part of the atmosphere, because its effectiveness as an emitter of thermal radiation in the IR means it can “scavenge” energy that would otherwise be used to power hydrogen escape (Kulikov et al. 2006; Tian et al. 2009). The history of water on terrestrial planets should therefore be intimately related to that of carbon dioxide.

---

1 We prefer the term “moist stratosphere” to the more commonly used “moist greenhouse” because Earth today is a planet where the greenhouse effect is dominated by water vapor.
On Earth, it is generally believed that atmospheric CO₂ levels are governed by the crustal carbonate–silicate cycle on geological timescales: increased surface temperatures cause increased rock weathering rates, which increases the rate of carbonate formation, in turn decreasing atmospheric CO₂ and increased rock weathering rates, which increases the rate of geological timescales: increased surface temperatures cause decreased CO₂ in water loss via photolysis for a wide range of planetary parameters. Some previous runaway greenhouse calculations tackled the climate aspects of this problem for the early Earth (Kasting & Ackerman1986; Kasting1988) but assumed a fixed stratospheric temperature. One very recent study (Zsom et al. 2013) did perform some calculations where the stratospheric temperature was varied, but only in the limited context of investigating the habitability of dry “Dune” planets with low H₂O inventories orbiting close to their host stars, following Abe et al. (2011) and Leconte et al. (2013). An additional motivation for our work was understanding how shortwave absorption affects the atmospheric temperature structure close to the runaway limit. Previous radiative–convective work on this issue simply assumed a moist adiabatic temperature structure in a stagnant-lid regime (O’Neill & Lenardic2007), or that the initial conditions may dominate subsequent mantle evolution (Lenardic & Crowley2012). Fascinatingly, some recent work has suggested that the abundance of water in the mantle may be more important to geodynamics than the planetary mass (Korenaga 2010; O’Rourke & Korenaga2012). Finally, even in the absence of other variations, tidally locked planets around M-stars should have very different carbon cycles from Earth due to the concentration of all incoming stellar flux on the permanent side (Kite et al. 2011; Edson et al. 2012).

In light of all these uncertainties, it seemed clear to us that the role of atmospheric CO₂ in the evolution of the water inventory deserved to be studied independently of the surface aspects of the problem. To this end, we have performed iterative radiative–convective calculations of the cold-trap temperature and escape calculations that include the scavenging of UV energy by NLTE CO₂ cooling, in order to estimate the role of CO₂ in water loss via photolysis for a wide range of planetary parameters. Some previous runaway greenhouse calculations tackled the climate aspects of this problem for the early Earth (Kasting & Ackerman1986; Kasting 1988) but assumed a fixed stratospheric temperature. One very recent study (Zsom et al. 2013) did perform some calculations where the stratospheric temperature was varied, but only in the limited context of investigating the habitability of dry “Dune” planets with low H₂O inventories orbiting close to their host stars, following Abe et al. (2011) and Leconte et al. (2013). An additional motivation for our work was understanding how shortwave absorption affects the atmospheric temperature structure close to the runaway limit. Previous radiative–convective work on this issue simply assumed a moist adiabatic temperature structure in the low atmosphere.

First, we calculate stratospheric saturation using a standard approach with fixed stratospheric temperature and explain the fundamental behavior of the system via a scale analysis. We then use an iterative procedure to calculate equilibrium temperature and water vapor profiles self-consistently. We show that in certain circumstances, strong temperature inversions may occur in the low atmosphere due to absorption of incoming

Elkins-Tanton 2011). Given an Earth/Venus-like total CO₂ inventory, these waterworlds3 could be expected to have much higher atmospheric CO₂ than Earth today due to inhibition of the land carbonate–silicate cycle. Abbot et al. (2012) suggested that waterworlds might undergo “self-arrest,” because if large amounts of CO₂ were in their atmospheres, they could enter a moist stratosphere state, leading to irreversible water loss via hydrogen escape until surface land became exposed. However, they neglected the effects of CO₂ on the middle and upper atmosphere in their analysis.

Even for planets that do have exposed land at the surface, there is currently little consensus as to the extent to which the carbonate–silicate cycle will resemble that on Earth. Some studies have argued that plate tectonics becomes inevitable as a planet’s mass increase, suggesting that in many cases the cycling of CO₂ between the crust and mantle, and hence temperature regulation, will be efficient (Valencia et al. 2007). However, other models have suggested that super-Earths may mostly exist in a stagnant-lid regime (O’Neill & Lenardic 2007), or that the initial conditions may dominate subsequent mantle evolution (Lenardic & Crowley 2012). Fascinatingly, some recent work has suggested that the abundance of water in the mantle may be more important to geodynamics than the planetary mass (Korenaga 2010; O’Rourke & Korenaga 2012). Finally, even in the absence of other variations, tidally locked planets around M-stars should have very different carbon cycles from Earth due to the concentration of all incoming stellar flux on the permanent day side (Kite et al. 2011; Edson et al. 2012).

In light of all these uncertainties, it seemed clear to us that the role of atmospheric CO₂ in the evolution of the water inventory deserved to be studied independently of the surface aspects of the problem. To this end, we have performed iterative radiative–convective calculations of the cold-trap temperature and escape calculations that include the scavenging of UV energy by NLTE CO₂ cooling, in order to estimate the role of CO₂ in water loss via photolysis for a wide range of planetary parameters. Some previous runaway greenhouse calculations tackled the climate aspects of this problem for the early Earth (Kasting & Ackerman 1986; Kasting 1988) but assumed a fixed stratospheric temperature. One very recent study (Zsom et al. 2013) did perform some calculations where the stratospheric temperature was varied, but only in the limited context of investigating the habitability of dry “Dune” planets with low H₂O inventories orbiting close to their host stars, following Abe et al. (2011) and Leconte et al. (2013). An additional motivation for our work was understanding how shortwave absorption affects the atmospheric temperature structure close to the runaway limit. Previous radiative–convective work on this issue simply assumed a moist adiabatic temperature structure in the low atmosphere.

First, we calculate stratospheric saturation using a standard approach with fixed stratospheric temperature and explain the fundamental behavior of the system via a scale analysis. We then use an iterative procedure to calculate equilibrium temperature and water vapor profiles self-consistently. We show that in certain circumstances, strong temperature inversions may occur in the low atmosphere due to absorption of incoming

---

2 Throughout this article, we use the term “terrestrial” to refer to planets of approximate Earth mass (0.1–10 mₖ) that receive a stellar flux somewhere between that of Venus and Mars and have atmospheres dominated by elements heavier than H and He.

3 Here we use the term “waterworld” for a body with enough surface liquid water to prevent subaerial land, but not so much H₂O as to inhibit volatile outgassing (see, e.g., Kite et al. 2009, Elkins-Tanton 2011), following Abbot et al. (2012). We use the term “ocean planet” for any planet covered globally by liquid H₂O, without any constraint on the total water volume (L¨eger et al. 2004; Fu et al. 2010).
stellar radiation, which may have important implications for the nature of the runaway greenhouse in general. Taking conservative upper limits on stratospheric H$_2$O levels, we combine the resulting cold-trap H$_2$O diffusion limits with energy-balance escape calculations to estimate the maximum water loss rates as a function of time and atmospheric CO$_2$ content for planets around G- and M-class stars. We then estimate the sensitivity of our conclusions to cloud radiative forcing effects, atmospheric N$_2$ content, surface gravity, and the early impactor flux. In Section 2 we describe our method, in Section 3 we present our results, and in Section 4 we discuss the implications for Earth, early Venus, and the evolution and habitability of terrestrial exoplanets.

2. METHOD

We perform radiative–convective and escape calculations in one dimension, with the implicit (and standard) assumption that heat and humidity redistribution across the planet’s surface is efficient and hence a one-dimensional column can be used to represent the entire planet. The uncertainties introduced by this approach are discussed in Section 4. Generally, we assume an N$_2$–H$_2$O–CO$_2$ atmosphere with present-day Earth gravity and atmospheric nitrogen inventory, although we also performed simulations where these assumptions were relaxed. See Table 1 for a summary of the basic parameters used in the model.

2.1. Thermodynamics

The expression used for the moist adiabat is central to any radiative–convective calculation close to the runaway greenhouse limit. To calculate the saturation vapor pressure and vaporization latent heat of water as a function of pressure, we used the NBS/NRC steam tables (Haar et al. 1984; Marcq 2012). We used data from Lide (2000) to calculate analytical expressions for the variation of constant-pressure specific heat capacity $c_{p,i}$ by species $i$ as a function of temperature

$$c_{p,i,N_2} = 1018.7 + 0.078T \text{ J kg}^{-1} \text{ K}^{-1}$$

$$c_{p,i,CO_2} = 574.8 + 0.875T \text{ J kg}^{-1} \text{ K}^{-1}$$

$$c_{p,i,H_2O} = 1867.1 - 0.258T$$

$$+ 8.502 \times 10^{-4} T^2 \text{ J kg}^{-1} \text{ K}^{-1},$$

based on a least-squares fit of data between 175 and 600 K. The non-condensible specific heat capacity $c_{p,n}$ was then calculated as a linear combination of $c_{p,i,N_2}$ and $c_{p,i,CO_2}$ weighted by volume mixing ratio. The total $c_{p}$, which was calculated with $c_{p,i,H_2O}$ included, was used to calculate radiative heating rates, and the dry adiabat in convective atmospheric regions where H$_2$O was not condensing.

We related pressure and temperature as

$$\frac{d \ln p}{d \ln T} = \frac{p_v}{p} \frac{d \ln p_v}{d \ln T} + \frac{p_n}{p} \left(1 + \frac{d \ln \rho_v}{d \ln T} - \frac{d \ln \alpha_v}{d \ln T}\right)$$

(4)

with $p_n$ and $p_v$ the partial pressures of the non-condensible and condensible components, respectively, following Kasting (1988). The density ratio $\alpha_v \equiv \rho_v/\rho_n$ was related to temperature in the standard way

$$\frac{d \ln \alpha_v}{d \ln T} = \frac{R_n \frac{d \ln p_v}{d \ln T} - c_{V,n} - \alpha_v \frac{d \ln}{d \ln T}}{\frac{\alpha_v}{T} + R_n}$$

(5)

with $L$ the latent heat, $s_v$ the entropy of vaporization and $c_{V,n}, R_n$ the constant-volume specific heat capacity and specific gas constant, respectively, for the non-condensing component. Although Equations (4) and (5) are usually claimed to apply to cases where the condensible component behaves as a non-ideal gas, the starting point for the derivation of Equation (4) is Dalton’s Law, $p = p_n + p_v$ (Equation (A1) in Kasting 1988), which itself requires the implicit assumption that both gases in the mixture are ideal.4 A self-consistent derivation of the moist adiabat for a non-ideal condensate would require a non-ideal gas equation for high density N$_2$/CO$_2$ and H$_2$O mixtures. Rather than attempting this in our analysis, we simply treated all gases as ideal, with the exception that we allowed the values of $c_{p}(N_2, CO_2$ and H$_2$O) and $L$(H$_2$O only) to vary with temperature and pressure. In Section 3, we demonstrate that this approximation is unlikely to result in significant errors in our results.

In most simulations, the total mass of N$_2$ in the atmosphere was fixed, the volume mixing ratio of CO$_2$ versus N$_2$ was varied, and the H$_2$O mixing ratio as a function of pressure calculated from Equation (5). Because the relationship between mass column and surface pressure of a given species depends on the local mean molar mass of the atmosphere, for a given surface temperature it was necessary to find the correct surface partial pressure of N$_2$ via an iteration procedure at the start of each calculation.

2.2. Radiative Transfer

For the radiative transfer, a two-stream scheme (Toon et al. 1989) combined with the correlated-k method for calculation of gaseous absorption coefficients was used as in previous studies (Wordsworth et al. 2010b; Wordsworth 2012). The HITRAN 2008 database was used to compute high-resolution CO$_2$ and H$_2$O absorption spectra from 10 to 50,000 cm$^{-1}$ using the open-source software kspectrum.5 Kspectrum computes spectral line shapes using the Voigt profile, which incorporates both Lorentzian pressure broadening and Doppler broadening. The latter effect is important at low pressures and high wavenumbers, and must be taken into account for accurate computation of shortwave heating in the high atmosphere. We produced data on a $14 \times 8 \times 12$ temperature, pressure and H$_2$O volume mixing ratio grid of values $T = \{100, 150, \ldots, 750\}$ K, $p = \{10^{-2}, 10^{-1}, \ldots, 10^{5}\}$ mbar and $\varrho_{\text{H}_2\text{O}} = \{0, 10^{-7}, 10^{-6}, \ldots, 10^{-1}, 0.9, 0.99, 0.999, 1.0\}$, respectively.

One difficulty in radiative calculations involving high CO$_2$ and H$_2$O is that foreign broadening coefficients in most

---

4 It is always true for the total number density that $n = n_n + n_v$, but to relate this to pressure, the ideal gas law is required.

5 https://code.google.com/p/kspectrum/.
databases are given with (Earth) air as the background gas. CO2-H2O line-broadening coefficients do not exist for most spectral lines, and experimental studies have shown that simple scaling of air broadening coefficients is generally too inaccurate to be useful (Brown et al. 2007). To get around this problem, we used the self-broadening coefficients of CO2 and H2O to account for interactions between the gases. This seemed more reasonable than assuming air broadening throughout, because the self-broadening coefficients of both gases are generally greater. The error this introduces in our results is likely to be small compared to larger uncertainties due to e.g., cloud radiative effects (see Section 3.4).

The water vapor continuum was included using the formula in Pierrehumbert (2010, p. 260), which itself is based on the MT_CKD scheme (Clough et al. 1989). This scheme includes terms for the self and foreign continua of H2O. The latter is calculated for H2O in terrestrial air and hence may be slightly different at high CO2 levels. However, this is unlikely to affect our results, because the H2O self-continuum dominates the foreign continuum at all wavelengths (Pierrehumbert 2010). For CO2 collision-induced absorption (CIA), the “GBB” parameterization described in Wordsworth et al. (2010a) was used (Gruszka & Borysow 1997, Baranov et al. 2004). Even for moderate surface temperatures, the absorption in the regions where CO2 CIA absorption is strong (0–300 cm\(^{-1}\) and 1200–1500 cm\(^{-1}\)) was dominated by water vapor, so its accuracy was not of critical importance to our results.

Rayleigh scattering coefficients for H2O, CO2 and N2 were calculated using the refractive indices from Pierrehumbert (2010, p. 332), and the total scattering cross-section in each model layer was calculated accounting for variation of the atmospheric composition with height. We considered including the wavelength dependence of the refractive index, as in von Paris et al. (2010), but existing data appear to have been calculated for present-day Earth conditions only and therefore would have added little additional accuracy. The solar spectrum used was derived from the VPL database (Segura et al. 2003). For the M-star calculations we used the AD Leo spectrum, as in previous studies (Segura et al. 2003; Wordsworth et al. 2010b).

In the main calculations, we neglected the radiative effects of clouds and tuned the surface albedo Asurf to account for interactions between the gases. This seemed more reasonable than assuming air broadening throughout, because the self-broadening coefficients of both gases are generally greater. The error this introduces in our results is likely to be small compared to larger uncertainties due to e.g., cloud radiative effects (see Section 3.4).

The water vapor continuum was included using the formula in Pierrehumbert (2010, p. 260), which itself is based on the MT_CKD scheme (Clough et al. 1989). This scheme includes terms for the self and foreign continua of H2O. The latter is calculated for H2O in terrestrial air and hence may be slightly different at high CO2 levels. However, this is unlikely to affect our results, because the H2O self-continuum dominates the foreign continuum at all wavelengths (Pierrehumbert 2010). For CO2 collision-induced absorption (CIA), the “GBB” parameterization described in Wordsworth et al. (2010a) was used (Gruszka & Borysow 1997, Baranov et al. 2004). Even for moderate surface temperatures, the absorption in the regions where CO2 CIA absorption is strong (0–300 cm\(^{-1}\) and 1200–1500 cm\(^{-1}\)) was dominated by water vapor, so its accuracy was not of critical importance to our results.

Rayleigh scattering coefficients for H2O, CO2 and N2 were calculated using the refractive indices from Pierrehumbert (2010, p. 332), and the total scattering cross-section in each model layer was calculated accounting for variation of the atmospheric composition with height. We considered including the wavelength dependence of the refractive index, as in von Paris et al. (2010), but existing data appear to have been calculated for present-day Earth conditions only and therefore would have added little additional accuracy. The solar spectrum used was derived from the VPL database (Segura et al. 2003). For the M-star calculations we used the AD Leo spectrum, as in previous studies (Segura et al. 2003; Wordsworth et al. 2010b). In the main calculations, we neglected the radiative effects of clouds and tuned the surface albedo Asurf to a value (0.23) that allowed us to reproduce present-day Earth temperatures with present-day CO2 levels. We explore the sensitivity of our results to clouds in Section 3.4. For these calculations, Mie scattering theory was used to compute water cloud optical properties, as in Wordsworth et al. (2010b). XUV and UV heating was unimportant to the overall radiative budget of the middle and lower atmosphere even under elevated flux conditions, and hence was only taken into account in the upper-atmosphere escape calculations (next section).

Eighty vertical levels were used, with even spacing in log pressure coordinates between \(p_{\text{surf}}\) and \(p_{\text{top}} = 2\) Pa. In the main simulations, where the stratospheric temperature was not fixed, atmospheric temperatures followed the moist adiabat until radiative heating exceeded cooling, after which temperatures were iterated to local radiative equilibrium (see Section 3.2 for details). To find global equilibrium solutions (i.e., outgoing longwave radiation (OLR)–absorbed stellar radiation (ASR) = 0), we initially considered using a standard iteration of the type \(\nu = \nu + \epsilon_{\text{conv}}(\text{ASR}–\text{OLR})/\phi\), with \(\phi_{\text{rad}} = (\text{OLR} / \sigma)^{1/4}\). However, we found several situations where multiple solutions for \(\nu_{\text{surf}}\) and \(\nu(p)\) were possible for the same stellar forcing, due essentially to the fact that CO2 and H2O both have shortwave and longwave effects (see Section 3.2). We therefore performed simulations over a range of \(\nu_{\text{surf}}\) values for every simulation, calculated the radiative balance in each case, and then found the equilibrium solution(s) by linear interpolation. While slightly less accurate than an iterative procedure, this approach allowed us much greater control over and insight into the model solutions.

2.3. Evolution of Atmospheric Composition

To relate our estimates of upper atmosphere H2O mixing ratio to the total water loss across a planet’s lifetime, we coupled our radiative–convective calculations to an energy–balance model of atmospheric escape. We chose not simply to refer to existing results from the literature, because we wanted to constrain escape over a wide range of atmospheric and planetary parameters. To get an upper limit on the escape rate of atomic hydrogen, we considered various constraints, starting with the diffusion limit due to the cold trap.

In the diffusion-limited case, the escape rate of hydrogen from the atmosphere is estimated as

\[
\Phi_{\text{diff}} = b_{\text{H}_2\text{O}, n} f_{\text{H}_2\text{O}} (H_n^{-1} - H_{\text{H}_2\text{O}}^{-1}),
\]

where \(f_{\text{H}_2\text{O}}\) is the H2O volume mixing ratio and \(H_{\text{H}_2\text{O}}\) is the scale height of H2O at the homopause. We assume that H2O diffuses and not H2 or H, because most photolysis occurs well above the cold trap.\(^6\) \(H_n\) is the scale height of the non-condensible mixture (N2 and CO2), and \(b_{\text{H}_2\text{O}, n}\) is the binary diffusion parameter for H2O and N2/CO2 such that

\[
b_{\text{H}_2\text{O}, n} = b_{\text{H}_2\text{O}, \text{air}} \frac{p_{\text{CO}_2} + b_{\text{H}_2\text{O}, \text{air}} \rho_{\text{N}_2}}{p_{\text{CO}_2} + \rho_{\text{N}_2}},
\]

with \(\rho_{\text{N}_2}\) \((\rho_{\text{CO}_2})\) the N2 (CO2) partial pressure and \(b_{\text{H}_2\text{O}, \text{CO}_2}\) and \(b_{\text{H}_2\text{O}, \text{air}}\) calculated using the data given in Marrero & Mason (1972). The scale heights \(H_{\text{H}_2\text{O}}\) and \(H_n\) were calculated using the cold-trap temperature, which was defined as the minimum temperature in the atmosphere (see Section 3). The diffusion rate in molecules cm\(^{-2}\) s\(^{-1}\) was converted to Earth oceans per Gy assuming total loss of hydrogen and a present-day ocean H2O content of 7.6 \times 10\(^{22}\) moles.

While our focus was on estimating diffusion limits due to the CO2 cold trap, we also performed hydrogen escape rate calculations for the situation where \(f_{\text{H}_2\text{O}}\) approached unity in the upper atmosphere. We investigated limitations due to both the total photolysis rate and the net supply of energy to the upper atmosphere. For the latter, we assumed that the energy balance in the upper atmosphere could be written as

\[
F_{\text{UV}} = F_{\text{IR}} + F_{\text{esc}},
\]

where \(F_{\text{UV}}\) is the ultraviolet (XUV and FUV) energy input from the star, \(F_{\text{IR}}\) is the cooling to space due to infrared emission, and \(F_{\text{esc}}\) is the energy carried away by escaping hydrogen atoms created by the photolysis of H2O. Because of the efficiency of H2O and H2 photolysis, H dominates H2 as the escaping species unless the deep atmosphere is reducing, which we assume is not the case here. On a planet with a hydrogen envelope or significant H2 outgassing, H2O photolysis rates would be lower

\(^6\) Calculation of the H2O photodissociation rate \(J[\text{H}_2\text{O}]\) from the absorption cross-section data (see Figure 12) in a representative atmosphere shows rapid decline to low values below a few Pa. This can be compared with typical cold-trap pressures of 100–1000 Pa.
than those we calculate here. For simplicity, we also assume that removal of the excess oxygen from H$_2$O photolysis at the surface is efficient. This is a standard, if somewhat poorly constrained assumption (Kasting & Pollack 1983; Chassefière et al. 2012). Increased O$_2$ could warm the atmosphere by increasing UV absorption, depending on the level of shielding by H$_2$O. However, O$_2$ can oxidize H before it escapes, and higher levels of atomic oxygen tend to enhance NLTE CO$_2$ cooling (López-Puertas & Taylor 2001). Hence it is unclear how this would affect H escape rates without detailed calculations including photochemistry, which we do not attempt here. We also neglect the possibility of removal of heavier gases such as CO$_2$ and N$_2$ via XUV heating. This should be a reasonable assumption for all but the most extreme XUV conditions [Tian (2009), for example, finds that CO$_2$-rich super-Earth atmospheres should be stable for stellar XUV flux ratios below $F_{\text{XUV}}/F \sim 0.01$]. Depending on stellar activity and the strength of the planet’s magnetic field, coronal mass ejection from highly active young stars may also erode substantial quantities of heavy gases from planetary atmospheres (Khodachenko et al. 2007; Lammer et al. 2007; Lichtenegger et al. 2010). The situation is likely to be most severe for lower mass planets around M-stars, which can lose large amounts of CO$_2$ and N$_2$ if their magnetic moments are weak. In the rest of the paper, we concentrate on hydrogen escape, but we note that in the case of planets in close orbits around M-stars, in particular, our results are contingent on the presence of a sufficiently strong magnetic field to guard against direct loss of the primary atmospheric component.

For $F_{\text{UV}}$, between 10 and 120 nm we used the present-day “medium-activity” spectrum from Thuillier et al. (2004). This was combined with wavelength-dependent expressions for evolution of the solar (G-class) XUV flux with time provided in Ribas et al. (2005), with separate treatment for the Ly$\alpha$ peak at 121 nm. Between 120 and 160 nm, a best guess for the UV evolution was used based on Ribas et al. (2010) that yielded an increase to 3 x the present-day level 3.8 Ga. Above 160 nm, we conservatively assumed no change in the UV flux with time. For M-stars, which have inherently more variable XUV emission, we did not attempt to model time evolution, instead using a representative spectrum from a moderately active nearby M3 dwarf (GJ 436). For this we used a synthetic combined XUV/UV spectrum provided to us by Kevin France (France et al. 2013). The XUV portion of this spectrum was normalized using C-III and Ly$\beta$ lines (K. France 2013, private communication). In both cases the incoming flux was divided by 4 to account for averaging across the planet, and the contribution of the atmosphere to the planet’s cross-sectional area was neglected. To calculate absorption by N$_2$, CO$_2$, and H$_2$O and to estimate the H$_2$O photolysis rate, we used N$_2$ and CO$_2$ cross-section data from Chan et al. (1993b) and Stark et al. (1992), H$_2$O cross-section data from Chan et al. (1993a), Fillion et al. (2004), and Mota et al. (2005), and H$_2$O quantum yields from Huebner et al. (1992).

To calculate the infrared cooling term $F_{\text{IR}}$, we used the NLTE “cool-to-space” approximation as in Kasting & Pollack (1983). This parameterizes the net volume heating (cooling) rate due to photon emission in the 15 $\mu$m band as

$$q_{\text{CO}_2} = n_1A_{10}\Delta E_{10}\epsilon_{10},$$ (9)

where $A_{10}$ is the estimated spontaneous emission coefficient for the band,

$$\epsilon_{10} = \frac{1}{1 + \tau \sqrt{2\pi \ln(2.13 + \tau^2)}}$$ (10)

is the estimated photon escape probability, $\tau = n_{\text{CO}_2}/10^{17}$ molecules cm$^{-2}$, $n_{\text{CO}_2}$ is the CO$_2$ column density above a given atmospheric level, $n_1$ is the population of the 1st excited state, and $\Delta E_{10}$ is the energy difference of the ground and excited states. Equation (9) was integrated numerically over several CO$_2$ scale heights to yield the cooling rate per unit area. Only cooling by the 15 $\mu$m band of CO$_2$ was taken into account. The inclusion of cooling by other CO$_2$ bands or by H$_2$O would have increased our estimate of the IR cooling efficiency and hence decreased our estimates of total water loss in the saturated upper atmosphere limit.

Finally, to find a unique solution to Equation (8), it was necessary to estimate the escape flux $F_{\text{esc}}$ as a function of the temperature at the base of the escaping region, $T_{\text{base}}$. For this, we made use of the fact that the escaping form of hydrogen from an atmosphere undergoing water loss should be atomic H, not H$_2$. Atomic hydrogen absorbs hard XUV radiation by ionization at wavelengths below 91 nm with an ionization heating efficiency of 0.15–0.3 (Chassefière 1996; Murray-Clay et al. 2009), and has a low collision cross-section, leading to high thermal conductivity (Pierrehumbert 2010). To calculate an upper limit on H escape below the adiabatic blowoff temperature, we assumed a predominantly isothermal flow, with direct XUV-powered escape supplemented by the thermal energy of the H$_2$O and CO$_2$ molecules in the lower atmosphere. For the latter component, we used an analytical expression for the escape flux as a function of $T_{\text{base}}$ based on the Lambert $W$ function (Cranmer 2004)

$$\phi_{\text{hydro}} = n_b c_s \sqrt{-W_0[-f(r_b/r_c)]},$$ (11)

with radius,$$
 f(x) = x^{-3} \exp \left[ 4 \left( 1 - \frac{1}{x} \right) - 1 \right].$$ (12)

$r_c = GM_p/(2c_s^2)$ the radius at the transonic point, $G$ the gravitational constant, $M_p$ the planetary mass, $c_s = \sqrt{\gamma H R_{\text{base}} T_{\text{base}}}$ the isothermal sound speed, $\gamma_H$ and $R_{\text{base}}$ the adiabatic index and specific gas constant for atomic hydrogen, and $r_b$ and $n_b$ the radius and density of the base region. We took $M_p = M_E$ (Earth mass) in most cases and assumed $n_b$ to be the total density at the homopause. In highly irradiated atmospheres, heating can increase the planetary cross-section in the XUV and hence the total amount of radiation absorbed. We crudely account for this effect here by assuming a radius $r_{\text{XUV}} = 1.3 r_E$ for absorption of XUV by H ionization (with $r_E$ Earth’s radius). Referencing calculations that account for this effect shows that this is a reasonable assumption for a wide range of XUV forcing values (see, e.g., Figures 3 and 5 of Erkaev et al. 2013). The assumption that $n_b$ is the total homopause density overestimates the hydrogen density and hence the total escape rate, but the error due to this is reduced by the fact that the hydrogen scale height is a factor of 18 (44) larger than that of H$_2$O (CO$_2$). As a result, an escaping upper layer of atomic hydrogen may remain in thermal contact with the heavier gases below but decrease in density relatively slowly. We also neglect hydrodynamic drag of these gases on the hydrogen, which again leads us to overestimate escape rates when the incoming UV flux is high.

Finally, to couple the climate and loss rate calculations in time, it was necessary to incorporate the evolution of total stellar luminosity. For this, we assumed no variation for M-stars (constant $L = 0.025 L_\odot$), and evolution for G-stars according
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Figure 2. (a) Temperature and (b) H\textsubscript{2}O volume mixing ratio vs. altitude for tests with fixed stratospheric temperature, 1 bar background N\textsubscript{2} and no CO\textsubscript{2}. Profiles finish at a minimum pressure level \( p_{\text{min}} = 1 \text{ Pa} \).

Figure 3. (a) OLR as a function of surface temperature for various CO\textsubscript{2} dry volume mixing ratios, with fixed \( T_{\text{strat}} = 200 \text{ K} \), 100% relative humidity, and Earth gravity and present-day atmospheric nitrogen inventory. (b) and (c) Corresponding planetary albedo for G- and M-star incident spectra, respectively. (A color version of this figure is available in the online journal.)

to the expression

\[
F = F_0 \left( 1 + \frac{2}{5} (1 - t/t_0) \right)^{-1}
\]

given in Gough (1981), with \( F_0 \) the present-day solar flux and \( t_0 = 4.57 \text{ Gy} \).

3. RESULTS

3.1. Variation of OLR and Albedo with Surface Temperature and CO\textsubscript{2} Mixing Ratio

We first compared the results of our model with the classical runaway greenhouse calculations of Kasting (1988). For this we assumed 1 bar of N\textsubscript{2} as the background incondensible gas and a constant stratospheric temperature of 200 K. Figure 2 shows the temperature profiles and H\textsubscript{2}O volume mixing ratios obtained. The results are almost identical to those in Kasting (1988), demonstrating that the inclusion of the non-ideality terms discussed in Section 2 makes little difference to the results for this range of surface pressures. Computing the OLR for this set of profiles, we found a peak of 296 W m\textsuperscript{−2}, compared with \( \sim 310 \text{ W m}^{-2} \) in Kasting (1988; results not shown). This is close to the value reported in Pierrehumbert (2010), which is unsurprising because the H\textsubscript{2}O continuum dominates the OLR in the runaway limit.

Next, we calculated the OLR and albedo versus surface temperature for a range of CO\textsubscript{2} dry volume mixing ratios. Figure 3 shows (1) the OLR and (2) and (3) albedo for G- and M-star spectra, respectively, assuming Earth’s gravity 7 Note that in Kopparapu et al. (2013), it is stated that differences between the BPS and CKD continua (Shine et al. 2012; Clough et al. 1989) can cause up to 12 W m\textsuperscript{−2} difference in the OLR in the runaway limit. However, these authors later claim that their results closely correspond to Figure 4.37 in Pierrehumbert (2010), which was itself calculated using a continuum parameterization based on CKD. Alternatively, the differences found versus line-by-line results in Kopparapu et al. (2013) may be due to line shape assumptions (R. Ramirez 2013, private communication). Nonetheless, a systematic intercomparison between the various continuum schemes for H\textsubscript{2}O would probably be a useful future exercise.
and present-day atmospheric nitrogen inventory. For intermediate surface temperatures, carbon dioxide reduces the OLR, but by $T_{\text{surf}} \sim 500$ K, the runaway limit is approached by all cases except the 98% CO$_2$/2% N$_2$ atmosphere. At high temperatures, the limiting OLR varies between 285.5 W m$^{-2}$ (100 dry ppm CO$_2$) and 282.5 W m$^{-2}$ (50% dry CO$_2$). This is in close agreement with the line-by-line calculations of Goldblatt et al. (2013); use of the HITRAN 2010 database for H$_2$O would probably have resulted in a reduction in our limiting OLR by a few W m$^{-2}$.

CO$_2$ also has a important effect on the planetary albedo, particularly in the G-star case, with a stronger influence at higher temperatures than for the OLR. This can be explained by the fact that all the atmospheres are more opaque in the infrared than in the visible, so CO$_2$ continues to affect the visible albedo even at high temperatures, when the H$_2$O column amount becomes extremely high.

Our planetary albedo values are systematically lower than those in Kasting (1988), as was also found by Kopparapu et al. (2013) in their recent (cloud-free) revision of the inner edge of the habitable zone. This is caused by atmospheric absorption of H$_2$O in the visible, due to vibrational-rotational bands that were poorly constrained when the radiative-convective calculations in Kasting (1988) were performed, but are included in the HITRAN 2008 database (Rothman et al. 2009). The effects of this absorption beyond simple changes in the planetary albedo are discussed in detail in the next section.

3.2. Shortwave Absorption and Low Atmosphere Temperature Inversions

The absorption spectra of CO$_2$ and H$_2$O from the far-IR to 0.67 $\mu$ m are shown in Figure 4(a). For comparison, blackbody curves at 400 and 5800 K are shown in Figure 4(b). As can be seen, the absorption bands of both gases extend well into the visible spectrum. As a result, when a terrestrial planet’s atmospheric CO$_2$ content is high, the amount of starlight reaching the surface is greatly reduced. When the atmosphere is thick enough, this can qualitatively change the net radiative heating profile in the atmosphere. In Figure 5, the temperature profile, radiative heating rates and flux gradients are plotted for a planet with Earth-like gravity and atmospheric N$_2$ inventory, CO$_2$ dry volume mixing ratio of 0.7, $T_{\text{surf}} = 350$ K and fixed $T_{\text{strat}} = 200$ K, irradiated by a G-class (Sun-like) star. As can be seen, the visible absorption by CO$_2$ and H$_2$O is strong enough to cause net heating, rather than cooling, in the lower atmosphere.

To examine the effect of this heating on the atmospheric temperature profiles, we ran the radiative-convective model in time-stepping mode until a steady state was reached (Figure 6). In one simulation, we allowed the atmosphere to evolve freely (red line), while in another, we forced the temperature profile to match the moist adiabat below 0.2 bar. For this example, cloud effects were neglected in the calculation of the visible albedo. As can be seen, in both iterative cases, CO$_2$ cooling in the high atmosphere reduces stratospheric temperatures to around 150 K, significantly decreasing $f_{\text{H}_2\text{O}}$ there. This effect is discussed further in the next section. In addition, in the freely iterative case, the low atmospheric absorption causes a strong temperature inversion to form near the surface. Above the inversion region, the atmosphere again becomes convectively unstable, following the dry adiabat as pressure decreases until the air is once again fully saturated, after which the model returns the temperature profile to the moist adiabat. The resulting reduction in surface temperature and lowered relative humidity (RH) in the inversion layer causes $f_{\text{H}_2\text{O}}$ to decrease slightly more.
Figure 5. (a) Temperature profile, (b) radiative heating rates, and (c) flux gradients for an atmosphere with Earth’s present-day N$_2$ inventory, CO$_2$ dry volume mixing ratio of 0.7, solar forcing of 0.85 $F_0$, RH = 1.0, $T_{\text{surf}}$ = 350 K and fixed $T_{\text{strat}}$ = 200 K. The curves in (b) and (c) are related by $dT/dt = -dF/dz / \rho c_p$, with $\rho$ and $c_p$ as defined in the main text.

(A color version of this figure is available in the online journal.)

Figure 6. (a) Temperature profiles and (b) H$_2$O volume mixing ratios for the same atmospheric composition as in Figure 5. Red solid (blue dashed) curves are for cases where departure from the moist adiabat was inhibited (permitted) in the low atmosphere (below 0.2 bar). The black horizontal lines and text on the left indicate atmospheric regions for the blue dashed curve.

(A color version of this figure is available in the online journal.)

in the upper atmosphere compared to the case where the lower atmosphere was forced to follow a moist adiabatic temperature profile.

We chose this high-CO$_2$ example to give a clear demonstration of the phenomenon, but this pattern of cooling in the mid-atmosphere but heating at depth should be an inevitable feature of very moist atmospheres around main sequence stars. Because the H$_2$O continuum region between 750 and 1200 cm$^{-1}$ (see Figure 4) is the ultimate limiting factor on cooling to space when H$_2$O levels are high, the peak region of IR cooling becomes fixed around 0.1 bar (see Figure 5) once the atmosphere is sufficiently moist. However, absorption by both H$_2$O and CO$_2$ is weaker per unit mass in the shortwave than in the longwave, so most absorption of stellar radiation must occur deep in the atmosphere, where the high IR opacity means that radiative cooling rates are low. Low atmosphere heating is generally even stronger around M-stars than G-stars, because the redshift in the stellar radiation increases absorption and decreases the importance of Rayleigh scattering (e.g., Kasting et al. 1993; Wordsworth et al. 2010b).

Further understanding of the inversion behavior can be gained by considering the surface energy budget. Because some radiation still reaches the ground even at very high CO$_2$ levels, evaporation of H$_2$O from the surface will still occur whenever a surface liquid source is present. In fact, when the temperature of the low atmosphere is higher than that of the ground, evaporation must increase, as evidenced by the equilibrium surface energy equation

$$F_L = F_{\text{abs}}^c + c_p \rho_a C_D \parallel v_a \parallel (T_a - T_{\text{surf}}) + \sigma (T_a^4 - T_{\text{surf}}^4).$$ (14)

Here $F_{\text{abs}}^c$ is the incident shortwave radiation from above absorbed by the surface, $C_D$ is a drag coefficient and $\rho_a$, $T_a$, and $\parallel v_a \parallel$ are the atmospheric density, temperature, and mean wind speed near the surface, and it is assumed that the lower atmosphere is optically thick in the infrared. Clearly, $F_L$, the latent heat flux due to evaporation, must be positive to balance the right hand side if $T_a > T_{\text{surf}}$. This immediately implies a net loss of mass from the surface as liquid is converted to vapor.

In a steady state, the mass loss due to evaporation must be balanced by precipitation. However, in the regions where the
atmosphere undergoes net radiative heating, RH drops below unity, so evaporation of precipitation should lead to a mass imbalance in the hydrological cycle and hence a net increase in the atmospheric mass over time. If the atmosphere were well-mixed everywhere, this process would continue until the temperature inversion was removed and moist convection could presumably again occur in the low atmosphere.

In reality, the picture is more complex, because convective and boundary layer processes lead to frequent situations where RH varies significantly even on small scales (Pierrehumbert et al. 2007). The large-scale planetary circulation is also important: on the present-day Earth, broad regions of downwelling in the descending branches of the Hadley cells have RH well below 1.0. Interestingly, recent general circulation model (GCM) simulations of moist atmospheres near the runaway limit have also shown evidence of temperature inversions, although so far only for the special case of tidally locked planets around M-stars (Leconte et al. 2013).

In the following analysis, to bracket the uncertainty in the results, we show cases where the atmosphere was allowed to evolve freely alongside those where the atmosphere was forced to follow the moist adiabat in the lower atmosphere. For the latter simulations, we simply switched off shortwave heating deeper than a given pressure (here, 0.2 bar), while still requiring balance between net outgoing and incoming radiation at the top of the atmosphere in equilibrium. As will be seen, the surface temperatures and cold-trap H2O mixing ratios tended to be lower when the atmosphere evolved freely. The general issue of atmospheric temperature inversions due to shortwave absorption in dense moist atmospheres is something that we plan to investigate in more detail in future using a three-dimensional model. It is likely to be particularly important for planets around M-stars, which have elevated atmospheric absorption due to their red-shifted stellar spectra.

3.3. Dependence of Upper Atmosphere H2O Mixing Ratio on CO2 Levels

Before performing iterative calculations of the cold-trap temperature, we first calculated the dependence of the upper atmospheric H2O mixing ratio on CO2 levels assuming a fixed (high) stratospheric temperature of $T_{\text{strat}} = 200$ K. This is close to the skin temperature for Earth today: assuming an albedo of 0.3, $T_{\text{skin}} = 2 - 1/4 (\text{OLR}/\sigma)^{1/4} = 214$ K. However, as should be clear from the iterated profiles in Figure 6, it represents a considerable overestimate when the main absorbing gas in the atmosphere is non-gray. As previously mentioned, carbon dioxide is particularly effective at cooling the high atmosphere because its strong 15 $\mu$m absorption band remains opaque even at low pressures.

Figure 7(a) (left) shows the surface temperature as a function of CO2 surface partial pressure $p_{\text{CO2}}$, for a range of solar forcing values, assuming the planet is Earth and the star is the Sun. When the incoming solar radiation was close to the runaway limit, multiple equilibria were found for some $p_{\text{CO2}}$ values. This was due to the varying behavior of OLR and albedo with temperature (see Figure 8). In the following analysis, we take the hottest stable solution whenever multiple equilibria are present, in keeping with our aim of a conservative upper limit on stratospheric moistening.

Figure 7(a) (right) shows the corresponding mixing ratio of H2O at the cold-trap $p_{\text{H2O}}^{\text{trap}}$ for the same range of cases, with the high $T_{\text{surf}}$ solution chosen when multiple equilibria were present. As can be seen, increasing CO2 initially moistens the atmosphere at the cold trap by increasing surface temperature. This effect continues until $p_{\text{CO2}} \sim 0.1$ bar, after which the cold-trap fraction of H2O declines again, despite the continued increase in surface temperature. Deeper insight into this phenomenon can be gained by studying a semi-analytical model. Equation (5) can be simplified in the ideal gas, constant $L$ and $c_{v,n}$ limit to

$$\frac{d \ln \alpha_v}{dT} = \frac{(\alpha_v + \epsilon)/T - c_{p,n}/L}{\alpha_v + R_n T/L},$$

assuming that the relationship between $\rho_v$ and $T$ is given by the Clausius–Clapeyron equation. Here $\epsilon = m_v/m_n$ is the molar mass ratio of the condensing and non-condensing atmospheric components. In the limit $\alpha_v \to \infty$, Equation (15) is trivially integrated from the surface to cold trap to yield

$$\frac{\alpha_v}{\alpha_{v,\text{surf}}} \sim \frac{T_{\text{trap}}}{T_{\text{surf}}},$$

Conversely, in the limit $\alpha_v \to 0$, Equation (15) integrates to

$$\frac{\alpha_v}{\alpha_{v,\text{surf}}} \sim \exp \left[ \frac{L}{R_v} \left( T_{\text{surf}} - T_{\text{trap}}^{-1} \right) \right] \left( \frac{T_{\text{surf}}}{T_{\text{trap}}} \right)^{c_{p,v}/R_v}.$$
Figure 7. Left: surface temperature and (right) cold-trap H$_2$O volume mixing ratio as a function of surface CO$_2$ partial pressure for a range of incident solar fluxes. Cases (a)–(c) are for simulations where a fixed stratospheric temperature of 200 K was assumed, where the temperature profile was fixed below 0.2 bar but evolved freely above, and where the entire atmospheric temperature profile evolved freely, respectively. In the latter case, strong temperature inversions formed near the surface due to shortwave H$_2$O absorption.

(A color version of this figure is available in the online journal.)

Figure 8. (a) OLR, ASR and (b) OLR-ASR for an atmosphere with three thermal equilibria (two stable solutions shown by crosses, one unstable solution shown by the circle). For this example, $F = 1.025 F_0$ and the CO$_2$ dry volume mixing ratio was 100 ppm.

(A color version of this figure is available in the online journal.)

and hence

$$p_{\text{CO}_2, \text{surf}}(\mathcal{M} = 1) = \frac{\epsilon L p_0}{c_{p,n}} \exp \left[ - \frac{L}{R} \left( \frac{1}{T_{\text{surf}}} - \frac{1}{T_0} \right) \right] - p_{N_2, \text{surf}},$$

(22)

where $p_0$ and $T_0$ are the H$_2$O triple point pressure and temperature. The curve described by Equation (21) is plotted in Figure 10 alongside the actual increase of temperature with $p_{n, \text{surf}}$ for a simulation with $F = 0.9 F_0$ and variable CO$_2$, for comparison. When CO$_2$ is a minor component of the atmosphere, its greenhouse effect per unit mass is high, so increasing its mixing ratio raises surface temperatures but barely affects $p_{n, \text{surf}}$. However, once CO$_2$ is a major constituent, it begins to significantly contribute to $p_{n, \text{surf}}$ and hence to the sensible heat content of the atmosphere. In addition, it begins to increase the planetary albedo via Rayleigh scattering (Figure 3(b)). Then, the increase of $T_{\text{surf}}$ with $p_{n, \text{surf}}$ is no longer sufficient to allow the climate to cross over into the moist stratosphere regime, and the H$_2$O mixing ratio in the upper atmosphere again
when low atmosphere inversions were permitted, the behavior of the system was more extreme. Figure 7(c) shows that in this case, $T_{\text{surf}}$ remains below 350 K for all values of $p_{\text{CO}_2}$ until the solar flux is high enough for a runaway greenhouse state to occur. After this, no thermal equilibrium solutions were found for any $T_{\text{surf}}$ values between 250 and 500 K. As might be expected, the values of $f_{\text{trap}}$ were correspondingly low in the pre-runaway cases. Temperature differences between the surface and warmest regions of the atmosphere reached $\sim$70 K in the most extreme scenarios (i.e., high $p_{\text{CO}_2}$, high $F$).

For the M-star case (Figure 11), we found broadly similar stratospheric moistening patterns as a function of $F$. The transition to a moist stratosphere tended to occur at lower $F$ values due to the decreased planetary albedo and increased high atmosphere absorption of stellar radiation, although trapping was effective at very high $p_{\text{CO}_2}$ levels. In addition, when low atmosphere temperature inversions were permitted, they were typically even stronger than in the G-star case.

### 3.4. Sensitivity of the Results to Cloud Assumptions

Up to this point, we have entirely neglected the effects of clouds on the atmospheric radiative budget. Clouds play a key role in the climates of Earth, past and present (Goldblatt & Zahnle 2010; Hartmann et al. 1986) and Venus (Titov et al. 2007). However, their effects are extremely hard to predict in general, due to continued uncertainty in microphysical and small-scale convective processes. Here, to get a estimate of their effects on our main conclusions, we performed a sensitivity study involving a single H$_2$O cloud layer with 100% coverage of the surface and an atmosphere with the same composition, temperature profile and stellar forcing as in Figure 6. CO$_2$ clouds would not form in the atmospheres we are discussing because the CO$_2$ levels are much lower than in the Earth’s atmosphere. Hence adding a more realistic representation of clouds would most likely lower surface temperatures compared to the clear-sky simulations we have discussed. This would cause even lower predictions of the H$_2$O mixing ratio at the cold trap, which is in keeping with our aim of estimating the upper limit for water loss as a function of $p_{\text{CO}_2}$. In this sense, our results are in line with previous studies, particularly Kasting (1988), who also tested the effects of clouds in their model and came to similar conclusions about their effect on climate. Some improvement in cloud modeling can be provided by three-dimensional planetary climate simulations (e.g., Wordsworth et al. 2011), which allows the effects of the large-scale dynamics to be taken into account. However, fundamental assumptions on the nature of the cloud microphysics are still necessary in any model. Hence studies that constrain cloud effects rather than predicting them are likely by necessity to be the norm for some time to come.
3.5. Effects of Changing Atmospheric Nitrogen Content

Because of the random nature of volatile delivery to planetary atmospheres during and just after formation, it is also interesting to consider the variations in H$_2$O loss rates that occur when the N$_2$ content of a planet varies. Like H$_2$O and CO$_2$, nitrogen affects the radiative properties of the atmosphere, through collision broadening and CIA in the infrared and Rayleigh scattering in the visible. These effects tend to partially cancel out, with the result that the effect of doubling atmospheric N$_2$ on Earth is a small increase in surface temperature (Goldblatt et al. 2009). Hydrogen–nitrogen CIA can cause efficient warming in cases when the hydrogen content of the atmosphere is greater than a few percent (Wordsworth & Pierrehumbert 2013), but we will not consider such scenarios further here.

When CO$_2$ levels are high, N$_2$ warming can be much more significant, because its effectiveness as a Rayleigh scatterer is less than that of CO$_2$. Figure 14 shows that a fivefold increase in the atmospheric nitrogen inventory of an Earth-like planet can cause large surface temperature increases at high $p_{\text{CO}_2}$. Nonetheless, in terms of the cold-trap H$_2$O mixing ratio, the thermodynamic effects of N$_2$ are most critical. As should be clear from Equation (21), an increase in the partial pressure of the non-condensible atmospheric component means a higher surface temperature is required to keep $f_{\text{trap}}$H$_2$O at the same value. Figure 14 shows that with 5× PAL atmospheric N$_2$, an Earth-like planet would have a significantly drier stratosphere despite the increase in surface temperature for $p_{\text{CO}_2} > 0.3$ bar.

Conversely, if N$_2$ levels are low, upper atmosphere saturation and hence water loss can become extremely effective. In the limiting case where the N$_2$ and CO$_2$ content of the atmosphere is zero, efficient (UV energy-limited) water loss occurs at any surface temperature. Even an ice-covered planet with surface temperatures everywhere below zero could rapidly dissociate water and lose hydrogen to space if the atmosphere was devoid of non-condensing gases. Such a scenario would likely be short-lived on an Earth-like planet, because CO$_2$ would quickly accumulate in its atmosphere due to volcanic outgassing. This would not be the case if the planet’s composition was dominated by H$_2$O, as in the “super-Europa” scenarios discussed in Pierrehumbert (2011). In this situation, however, there would be no obvious sink for O$_2$ generated by H$_2$O photolysis, so an oxygen atmosphere would presumably accumulate. This could eventually limit water loss by the cold-trap mechanism, although
Figure 13. Radiative effects of clouds for an atmosphere with the same composition, temperature profile and stellar forcing as shown in Figure 5. (a) Longwave and (b) shortwave radiative forcing vs. the clear-sky case as a function of H$_2$O cloud particle radius for a single layer with 100% coverage and opacity $\tau = 1.0$ at 1.5 $\mu$m.

Figure 14. (a) Surface temperature and (b) stratospheric H$_2$O volume mixing ratio as a function of surface CO$_2$ partial pressure for simulations with varying surface gravity and total atmospheric nitrogen content. (A color version of this figure is available in the online journal.)

we note that without CO$_2$ cooling, an O$_2$-dominated upper atmosphere could reach extremely high temperatures. This issue has implications for the search for life on other planets, because oxygen is frequently considered to be a biomarker gas (e.g., Selsis et al. 2002). We leave the pursuit of this interesting problem for future research.

Finally, surface gravity affects stratospheric H$_2$O mixing ratios in predictable ways. Increased $g$ leads to higher $p_{n,\text{surf}}$ for a given atmospheric N$_2$ inventory, reducing $M$ and hence stratospheric moistening for a given surface temperature. Note, however, that the effect of this on water loss is partially mitigated by the fact that scale height decreases with gravity, and hence diffusion-limited H$_2$O loss rates increase (see Equation (6)).

3.6. Water Loss Due to Impacts

The final modifying effect we considered was heating due to meteorite impacts. Impacts have been studied in the context of early Venus, Earth, and Mars in terms of their potential to cause heating and modification of the atmosphere and surface (Zahnle et al. 1988; Abramov & Mojzsis 2009; Segura et al. 2008). Delivery of volatiles by impactors during the late stages of planet formation is also of course a major determinant of a planet’s final water inventory, as we discussed in the Introduction. Here, our aim is simply to estimate whether impact heating could modify our conclusion that cold trapping of H$_2$O strongly limits water loss for most values of $p_{\text{CO}_2}$. First, we calculate the impactor energy required to moisten the stratosphere for a given starting composition and surface temperature. We then compare this value with the critical energy required for an impactor to cause substantial portions of the atmosphere to be directly ejected to space. In the interests of getting an upper limit on water loss, we ignore the potential for ice-rich impactors to deliver H$_2$O directly to the surface.

We assume that for an impactor of given mass and velocity, a portion $\varepsilon E_K$ of the total kinetic energy $E_K$ per unit planetary surface area will be used to heat the atmosphere directly (Figure 15). Accounting for the sensible and latent enthalpy $E_{\text{sens}}$ and $E_{\text{lat}}$, the total energy of an atmosphere per unit surface area can be written as

$$E_{\text{tot}} = E_{\text{sens}} + E_{\text{lat}}$$

if we assume that the contribution of any condensed material is small and neglect the latent heat of “incondensible” components
like N$_2$ and CO$_2$. Here $c_p$ is the mean constant-pressure heat capacity and $q_t = (m_v/m)_f$ is the mass mixing ratio of the condensable component (H$_2$O), with $\bar{\pi}$ the (local) mean molar mass of the atmosphere.

To the level of accuracy we are interested in, the initial atmospheric energy can be approximated from Equation (24) as

$$E_{\text{tot}} = E_0 = \frac{c_{p,n} T_{\text{surf}} p_{n,\text{surf}}}{g} + \epsilon L p_n(T_{\text{surf}})/g.$$  \hspace{2cm} (25)

We now wish to calculate the threshold energy input necessary to push the atmosphere into a moist stratosphere regime. As shown previously, the transition occurs when $M \sim 1$, and hence $E_{\text{ens,n}} \sim E_{\text{lat}}$. Given an atmospheric energy just after impact of $E_1 (M = 1)$, the overall energy balance can be written

$$\epsilon E_K = E_1 (M = 1) - E_0 \hspace{2cm} (26)$$

$$\epsilon E_K = 2 E_{\text{lat}}(T_{\text{surf}}^*) - \frac{c_{p,n} T_{\text{surf}} p_{n,\text{surf}}}{g} - \frac{\epsilon L p_n(T_{\text{surf}}^*)}{g}, \hspace{2cm} (27)$$

with $T_{\text{surf}}^*$ the value of $T_{\text{surf}}$ for which $M = 1$. Given $M = 1$, from Equation (18) we have the transcendental equation $\epsilon p_n(T_{\text{surf}}^*)L = p_{n,\text{surf}} c_{p,n} T_{\text{surf}}^*$. This can be solved for $T_{\text{surf}}^*$ for a given $p_{n,\text{surf}}$ by Newton’s method, assuming 100% relative humidity at the surface. This then allows $\epsilon E_K$ to be calculated as a function of $p_{n,\text{surf}}$ and $T_{\text{surf}}$.

In Figure 16, the minimum impactor radius $r_{\text{erode}}$ required to cause a transition to the moist regime is plotted versus initial surface temperature $T_{\text{surf}}$, for three CO$_2$ partial pressures, assuming 100% energy conversion efficiency ($\epsilon = 1$), a mean impactor density of $\rho_i = 3$ g cm$^{-3}$, and an impact velocity equal to Earth’s escape velocity. For simplicity, N$_2$ is neglected and the Clausius–Clapeyron equation is used for $p_v$. Alongside this, the critical radius for erosion of a significant portion of the atmosphere $r_{\text{erode}}$ is also shown. The latter quantity can be defined as the radius required for removal of a tangent plane of the atmosphere (Ahrens 1993) such that

$$r_{\text{erode}} = \left( \frac{3 \rho_u H_s}{4\pi G \rho_i} \right)^{1/3}, \hspace{2cm} (28)$$

where $\rho_u$ and $H_s$ are representative density and scale height values for the atmosphere and $r_p$ is the planetary radius. In Figure 16, we use surface values for $\rho_u$ and $H_s$ to get an upper limit for $r_{\text{erode}}$. As can be seen, the critical erosion radius is significantly smaller than the radius required to create a moist upper atmosphere except when the initial surface temperature is very close to the value at which $M = 1$. It is therefore almost impossible for atmospheres to be forced into a moist stratosphere regime by impact heating without significant erosion also occurring. Erosion will remove a fraction of the incondensible atmospheric component of order $1/4 H_e/r_p$, and has the side effect of also making it possible for smaller subsequent impactors to cause erosion. Without any further calculation, it is therefore clear that impacts will only cause substantial water loss if they also remove significant amounts of CO$_2$ and/or N$_2$ from the planet’s atmosphere.

Interestingly, Genda & Abe (2005) argued that impact erosion on planets with oceans may be quite efficient, because of the expansion of hot vaporized H$_2$O and reduced shock impedance of liquid water compared to silicate materials. Clearly, if this mechanism reduced atmospheric CO$_2$ or N$_2$ to extremely low levels post-formation on an ocean planet, water loss could then become rapid, as described in Section 3.5. However, while ocean-enhanced erosion may have been important for removing much of Earth’s primordial atmosphere when it formed, it clearly allowed substantial amounts of N$_2$ and CO$_2$ to remain, as evidenced by the significant total present-day inventories.
of these volatiles. For higher mass planets, it is therefore still plausible that large volatile inventories remain in the period immediately following the late stages of oligarchic growth.

3.7. Escape Rate in Moist Stratospere (M ≫ 1) Limit

So far, we have only considered processes that affect water loss by modifying the saturation of H2O at the cold trap. To complete the analysis, we now discuss constraints on the rate of H escape when the cold trapping of H2O in the stratosphere is no longer a limiting factor. The first constraint we considered was the maximum possible photolysis rate of H2O. We estimated this by calculating the integral

\[ \Phi_{\text{photo}} = \int_0^{\lambda_{\text{cut}}} Q_\lambda(\lambda) F(\lambda) d\lambda, \quad (29) \]

where \( F(\lambda) \) is the net stellar flux per unit area of the planet’s surface, \( Q_\lambda \) is the quantum yield of the reaction \( \text{H}_2\text{O} + h\nu \rightarrow \text{H} + \text{OH} \), and \( \lambda_{\text{cut}} = 196 \text{ nm} \) is the wavelength beyond which UV absorption by H2O is negligible (see Figure 12). For present-day values of the solar UV spectrum we calculated \( \Phi_{\text{photo}} = 2 \times 10^{12} \text{ molecules cm}^{-2} \text{ s}^{-1} \). This corresponds to a rapid water loss rate of 3.2 Earth oceans Gy\(^{-1}\), which would be even higher under elevated XUV/UV flux conditions. We tested the dependence of this limit on the CO2 mixing ratio in the upper atmosphere, but found that CO2 had little shielding effect when H2O was a significant atmospheric component, because the cross-section of H2O is higher in the UV region (see Figures 12 and 17(b)).

Another limit on water loss in the saturated case can be found by considering the energy budget of the upper atmosphere. Figure 17 shows the results of a calculation based on the equations described in Section 2.3, with the exospheric temperature at each CO2 mixing ratio value found by linear interpolation to solve Equation (8) over a grid of values between 100 and 1000 K. In this example, we assumed a pure CO2/H2O upper atmosphere and synthetic solar UV spectrum appropriate to the present day, with an efficiency factor of 0.15 included in the XUV heating rate to incorporate photochemical and ionization effects (Kasting & Pollack 1983; Chassefière 1996). As can be seen, the CO2 mixing ratio significantly affects the escape rate, with the energetic H loss limit slightly below the photolysis limit for low homopause \( f_{\text{CO2}} \) values, but decreasing to much lower values when CO2 is a major constituent. Nonetheless, because we neglect cooling due to H2O, the escape rates at low \( f_{\text{CO2}} \) values are probably unrealistically high. Adiabatic cooling of the escaping H, which is also neglected, is also important when the escape flux is high and would tend to cause lower values of \( \Phi_{\text{hydro}} \) than are shown here. Experimentation with different assumptions for \( \Phi_{\text{hydro}}(T_{\text{base}}) \), including a conduction-free scheme that incorporates adiabatic cooling based on Pierrehumbert (2010), indicated that the value of \( f_{\text{CO2}} \) at which the escape rate begins to decrease to low values is likely overestimated in our model (results not shown).

When we increased the XUV/UV flux, the H escape rate rose correspondingly. The exospheric temperature also rose somewhat, but the efficiency of escape cooling under our isothermal wind assumption prevented it from exceeding 500 K even for a solar flux corresponding to 0.1 Ga. Under these extreme conditions, the escape rates in the model exceeded the photolysis limit even when CO2 was abundant at the homopause. This result can be compared with the analysis of Kulikov et al. (2006), who calculated exospheric temperatures in a dry Venusian atmosphere that included the effects of conduction but neglected energy removal by atmospheric escape, and estimated that rapid hydrogen escape would occur for XUV fluxes \( \sim 70 \times \) present day.

Our simple model allows several basic conclusions to be drawn regarding water loss in the moist stratosphere limit. First in agreement with Kulikov et al. (2006), we find that for planets receiving stellar fluxes that place them close to or over the runaway limit, such as early Venus, H removal could probably have been rapid even if CO2 was abundant in the atmosphere. However, planets with CO2-rich atmospheres around G-stars that receive a similar stellar flux to Earth can only experience significant UV-powered water loss early in their system’s lifetime. Around M-stars, XUV levels are elevated for much longer and the stellar luminosity is essentially unvarying with time, so more escape may occur if water vapor is abundant in the high atmosphere. The differences between G- and M-star cases and implications for terrestrial exoplanets in general are discussed further in the following section.

4. DISCUSSION

4.1. \( \text{H}_2\text{O} \) Loss Rates versus Atmospheric CO2 Pressure

To get an integrated view of water loss rates under a wide range of conditions, we used Equation (6) in combination with Equation (13) and the calculations discussed in the previous sections. In cases where the stellar flux was high enough to cause a runaway greenhouse, upper atmospheric \( f_{\text{H}_2\text{O}} \) and \( f_{\text{CO2}} \) were calculated assuming a well mixed atmosphere and a total \( \text{H}_2\text{O} \) inventory of one Earth ocean for simplicity. The results in terms of Earth oceans per Gy are displayed in Figure 18 as a function of time/orbital distance and atmospheric CO2. As can
be seen, for the G-star case, water loss is diffusion-limited (and low) until late in the Sun’s evolutionary history, when surface temperatures increase sufficiently to allow a moist stratosphere at $p_{\text{CO}_2}$ values between 0.1 and 1 bar.

The fact that XUV and FUV fluxes decrease with time but total solar luminosity increases with time makes water loss from Earth-like planets around G-stars particularly hard to achieve. The faint young Sun effect causes strong limits on $f_{\text{H}_2\text{O}}$ at the cold trap early on for all values of $p_{\text{CO}_2}$. However, by the time total luminosity has increased enough to allow an H$_2$O-rich stratosphere at moderate $p_{\text{CO}_2}$ values, the planet is near the runaway greenhouse transition, and XUV and FUV fluxes have declined enough to make energy limitations important. For Earth, this suggests that factors such as a weaker magnetic field in the early Archean (Tarduno et al. 2010) are unlikely to have led to significant water loss compared to the present-day ocean volume. Hence, despite the advances in radiative transfer modeling over the last few decades, the conclusions of Kasting & Ackerman (1986) remain essentially valid.

Around M-stars, the lack of temporal variation in total solar luminosity means water loss is most effective close to the inner edge of the habitable zone. However, the high and unpredictable variability in the XUV/UV flux is also important. In Figure 18(b), the escape rates are plotted assuming a synthetic UV spectrum appropriate to GJ 436, which is a relatively quiet M3 star. Figure 18(c) shows results for the same case, except with the 122 nm Lyα emission line in the incident stellar spectrum scaled to the value for AU Mic, a young and active M1 star (Linsky et al. 2013). As can be seen, Lyα variability can make a significant difference to water loss rates around M-stars both beyond and inside the runaway greenhouse threshold. Nonetheless, because of the cold-trap constraints discussed in Section 3.3, high H$_2$O loss is never achieved for planets receiving total fluxes much less than that of Earth [approx. $d > 0.17$ AU in Figure 18(c)]. The only effective way to enhance H$_2$O photolysis rates in these cases would appear to be via decreases in the total atmospheric non-condensible gas content.

Taken together, these results suggest that rocky exoplanets in the habitable zone may retain even a limited water inventory if they form with little H$_2$O, which is clearly a positive outcome from a habitability standpoint. Conversely, most planets that form with much more H$_2$O than Earth are unlikely to lose it via escape. Ocean planets may therefore be relatively common in general, which, as we discuss in the next section, has important implications for the search for exoplanet biosignatures.

For Venus, it might appear obvious from our calculations that the planet has always been in a runaway state. Indeed, our clear-sky calculations suggest Earth itself receives close to the limiting runaway flux at present, in agreement with the recent results of Goldblatt et al. (2013) and Kopparapu et al. (2013). When the solar system formed, Venus received a solar flux $\sim 1.4$ times that of Earth today, apparently placing it well inside the runaway limit. However, our calculations neglect cloud radiative forcing and spatial variations in relative humidity, both of which can have a major effect on the runaway threshold. Using the present-day atmospheric CO$_2$ inventory (92 bars) and a solar flux $F = 0.72 F_0$ appropriate to 4.4 Ga, for early Venus we calculate that a negative radiative forcing of around 70 W m$^{-2}$ is needed to reach equilibrium surface temperatures of $\sim 320$ K, at which point diffusion limits on H$_2$O escape are important. Hence while it is possible that clouds could have limited water loss from an early CO$_2$-dominated atmosphere, until their effects are understood in detail the argument that Venus lost its water early via rapid hydrodynamic escape (Gillmann et al. 2009) remains entirely plausible.

4.2. Climate and Habitability of Waterworlds

As described in Section 1, a planet with no subaerial land by definition will no longer experience land silicate weathering. For waterworlds, a large fraction of the total CO$_2$ inventory would then be expected to reside in the atmosphere and ocean, unless seafloor weathering were extremely effective.\(^9\) Partitioning of

\(^9\) In cases where surface liquid H$_2$O is a significant fraction of the planetary mass ($\sim 20$–30 Earth oceans), volatile outgassing can become suppressed by overburden pressure (Kite et al. 2009; Elkins-Tanton 2011), and interior mechanisms involving clathrate hydrate formation may become important (Levi et al. 2013). It is difficult to predict how the atmospheric CO$_2$ inventory would behave in such circumstances without further coupled atmosphere-ocean modeling. However, some of the arguments in the Appendix relating to atmosphere/ocean volatile partitioning would still be applicable in these situations.
CO₂ between the atmosphere and ocean depends on carbonate ion chemistry and hence on the ocean pH, but in the absence of major buffering effects from other species,¹⁰ a large fraction of the total surface CO₂ inventory would still remain in the atmosphere for a planet with 10 times Earth’s ocean amount (see the Appendix for details). We have just shown that water loss rates in CO₂-rich atmospheres will be low for a wide range of conditions, so waterworlds could plausibly remain stable throughout their history. In the context of future searches for biosignatures on other planets (e.g., Kaltenegger et al. 2013), therefore, it is interesting to consider the potential differences in habitability that are likely when no subaerial land is present.

Aside from the presence of liquid water, the first major consideration for the survival of life is surface temperature. If waterworlds do tend to have high atmospheric CO₂ inventories, those receiving an Earth-like stellar flux would have surface temperatures in the 350–450 K range. The survival range for life on Earth is around 250–400 K (Kashefi & Lovley 2003), so a waterworld could perhaps still remain marginally habitable by this criterion unless other warming mechanisms were also present (see Figure 7).

Other constraints may come from the potential for life to emerge in the first place. It has been argued that life on Earth originated in shallow ocean or coastal regions, with evaporation cycles playing a key role in the development of a “primordial soup” (Bada 2004). Such a scenario would clearly be impossible on a planet with no exposed rock at the surface. Another leading hypothesis for the origin of life on Earth posits that it occurred in hydrothermal vents (specifically in alkaline vents similar to the Lost City region in the mid-Atlantic; Russell et al. 1994; Kelley et al. 2005). However, even this mechanism could become problematic if the ocean volume is so large that pressures at the seafloor are high enough to inhibit outgassing (e.g., Lammer et al. 2009).

Finally, besides liquid water and an equable temperature range, all life on Earth requires certain essential nutrients (the so-called CHNOPS elements plus a variety of metals). In the present-day oceans, net primary production is believed to be limited ultimately by the availability of phosphorous in particular, which is delivered primarily by weathering of exposed rock on the surface (Filippelli 2008). Photosynthetic life in the ocean is restricted to the surface euphotic layer, but in the absence of a land source, elements like phosphorous, iron and sulfur could only be supplied there from the ocean floor, at rates that are typically 2–3 orders of magnitude smaller than comparable supply from the continents (Kharecha et al. 2005). An Earth-like biosphere on a waterworld would therefore have a net primary productivity that was several orders of magnitude lower than that of Earth today (see Figure 19). Given the strong selection pressures that would be present in such a nutrient-poor environment, it is conceivable that organisms depend only on elements accessible from the atmosphere could develop. Nonetheless, these general considerations hint at some of the differences we should expect between land planets and ocean planets, as well as the subtlety of the relationship between water and habitability in general. Rather than simply extrapolating Earth-like atmospheric conditions and biospheric productivity, future biosignature studies should aim to investigate these issues in more detail.

¹⁰ Ammonia is soluble and weakly basic in water, and hence could conceivably buffer ocean pH if it was present in large enough quantities, but it is efficiently converted to N₂ by photolysis in non-reducing atmospheres.

Figure 19. Schematic of processes affecting climate and biospheric productivity on a hypothetical Earth-like planet with oceans deep enough to cover the entire surface.

4.3. Future Work

There are a number of potential future research directions from this study. First, our results clearly indicate the need for a greater understanding of how the crust and mantle of Earth-like planets with high H₂O inventories evolve. Here, we have focused on the atmospheric component of the problem, but large uncertainties still remain regarding the exchange of CO₂ and H₂O between a planet’s mantle and surface. For CO₂, the high uncertainty in the physics and chemistry of seafloor weathering currently limits our ability to extrapolate Earth’s climate evolution to more general cases. This is a problem that would benefit greatly from more detailed observational and experimental constraints. For H₂O, partitioning between the surface and mantle is also still poorly understood (Hirschmann 2006), although it has been hypothesized that if Earth’s ocean volume was lower, it would increase to the present value due to a feedback involving the ridge axis hydrothermal circulation (Kasting & Holm 1992). If an (as yet unidentified) negative crust-mantle feedback also operates in the other direction, our conclusions regarding the potential abundance of ocean planets could require revision.

Regarding climate modeling, an obvious extension of this work is to examine the role of clouds and relative humidity variations in detail using a three-dimensional climate model. For tidally locked planets around M-stars, in particular, the differences in the three-dimensional case could be significant, because the nonlinear dependence of $f_{H_2O}$ on stellar forcing...
means that the planet’s dayside stratosphere could be much more humid than a global mean calculation would suggest. We plan to assess the differences caused by the transition to three dimensions in future work. GCMs are also able to tackle cloud effects more accurately in principle, although as we have mentioned, uncertainties in sub-gridscale processes and cloud microphysics are not removed by three-dimensional modeling. Selected numerical experiments using cloud-resolving models, perhaps combined with direct laboratory experiments on cloud microphysics under a range of non-Earth-like conditions, would be a valuable way to gain insight in future. Nonetheless, despite the uncertainties, the fact that clouds cool over most conditions relative to the clear-sky case means that they are unlikely to affect the robustness of our general conclusions here.

Observationally, we are still some way from being able to characterize low mass exoplanets of the type we have discussed, although the state of the art is advancing rapidly (Bean et al. 2010; Croll et al. 2011; Kreidberg et al. 2013). Both James Webb Space Telescope and ESA’s planned EChO mission will be able to perform spectroscopic analysis of the atmospheres of nearby transiting super-Earths, which at minimum will allow the major optically active species in their atmospheres to be identified. However, to distinguish planets with volatile-rich atmospheres and high surface temperatures from more Earth-like cases, characterization of absorber abundances and surface pressures will be a key challenge. This can be done by transmission spectroscopy, in principle, as long as the planet’s atmosphere is clear enough in the visible at short wavelengths to allow identification of the spectral Rayleigh scattering slope (Benneke & Seager 2012). Another promising approach that is valid for non-transiting planets is spectral phase curve analysis (Selsis et al. 2011), although the demands on instrumental sensitivity with this method are stringent. In the long term, detailed observational tests of planetary water loss theories will be best achieved via revival of NASA and ESA’s TPF/Darwin exoplanet characterization missions.

Photodissociation cross-section and quantum yield data and the solar spectrum in the UV were kindly provided by E. Hébrard at the Université de Bordeaux. The code used to compute the moist adiabat was partly based on routines originally provided by E. Marq. For the M-star UV spectrum, we acknowledge use of the MUSCLES database. R.W. thanks Ty Robinson for enlightening intercomparisons with the SMART radiative code, and F. Ciesla, K. France, J. Linsky, R. Heller, D. Abbot and N. Cohen for discussions.

APPENDIX

OCEAN/ATMOSPHERE PARTITIONING OF CO₂ ON WATER-RICH PLANETS

To calculate the fraction of CO₂ stored in the ocean for a given atmospheric partial pressure, we calculated the chemical equilibria of the CO₂-carbonate–bicarbonate system, assuming contact with an infinite calcium carbonate reservoir following the methodology described in Pierrehumbert (2010). Chemical equations

\[
\text{CO}_2(\text{aq}) + \text{H}_2\text{O} \rightleftharpoons \text{HCO}_3^- + \text{H}^+ \quad \text{(A1)}
\]

\[
\text{HCO}_3^- \rightleftharpoons \text{CO}_3^{2-} + \text{H}^+ \quad \text{(A2)}
\]

and

\[
\text{CaCO}_3(s) \rightleftharpoons \text{Ca}^{2+} + \text{CO}_3^{2-} \quad \text{(A3)}
\]

Figure 20. Ratio between total atmosphere and ocean inorganic carbon as a function of surface temperature and CO₂ partial pressure, for a predominately rocky super-Earth with 10 times Earth’s surface liquid water content, surface gravity 15 m s⁻² and radius 1.3rₚ.

were solved for a given pH by Newtonian iteration using the corresponding charge balance equation. Ocean CO₂(aq) was related to atmospheric pCO₂ via Henry’s Law. Equilibrium and constants and their temperature dependencies were calculated from data in Tables 8.1 and 8.2 of Pierrehumbert (2010), while for the Henry’s Law coefficient, data from Carroll et al. (1991) was used. Finally, the ratio of atmospheric to ocean carbon content was calculated as

\[
\begin{align*}
R_C &= \frac{K_H N_{\text{CO}_2(\text{aq})}}{p_{\text{CO}_2} N_{\text{H}_2\text{O}(\text{aq})}} \frac{1}{1 + K_1[H^+]^{-1} + K_2[H^+]^{-2}}. \\
\text{(A4)}
\end{align*}
\]

with \(K_1(T)\) and \(K_2(T)\) the equilibrium constants of Equations (A1) and (A2), respectively, \(K_H(T)\) Henry’s constant for CO₂ and \(N_{\text{H}_2\text{O}(\text{aq})}\) and \(N_{\text{CO}_2(\text{aq})}\) the total number of moles of H₂O in the ocean and CO₂ in the atmosphere, respectively. The latter quantity was calculated as a function of \(p_{\text{CO}_2}\) and \(T_{\text{surf}}\) using the atmospheric code described in the main text. Figure 20 shows \(R_C\) as a function of \(p_{\text{CO}_2}\) for various ocean temperatures, for a hypothetical super-Earth exoplanet with \(g = 15.0 \text{ m s}^{-2}\), total ocean amount \(10 \times\) that of Earth and radius \(r_p = 1.3r_p\).

As can be seen, \(R_C\) increases rapidly with \(p_{\text{CO}_2}\) in all cases, increasing to over 0.1 for \(p_{\text{CO}_2} > 0.25 \text{ bar}\) at \(T_{\text{surf}} = 300 \text{ K}\) despite the increased ocean volume. \(R_C\) also significantly increases with temperature for all \(p_{\text{CO}_2}\) values. This is primarily because \(K_H\) (and hence CO₂ solubility) decreases with temperature, limiting the total amount of inorganic carbon the ocean can hold. This effect may be important for ocean planet climates in general: given the dependence of ocean temperatures on atmospheric CO₂ via the greenhouse effect, this should lead to a positive feedback on ocean planets between \(p_{\text{CO}_2}\) and \(T_{\text{surf}}\), which clearly will have a destabilizing effect. Because the solubility of many significant greenhouse gases decreases with temperature in water over wide ranges, similar positive feedbacks involving other gases could also be significant on ocean planets.
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